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Spectral sensitivities of the human cones
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Transient chromatic adaptation produced by an abrupt change of background color permits an easier and closer
approach to cone isolation than does steady-state adaptation. Using this technique, we measured middle-wave-
sensitive (M-) cone spectral sensitivities in 11 normals and 2 protanopes and long-wavelength-sensitive (L-) cone
spectral sensitivities in 12 normals and 4 deuteranopes. Although there is great individual variation in the
adapting intensity required for effective isolation, there is little variation in the shape of the M- and L-cone
spectral-sensitivity functions across subjects. At middle and long wavelengths, our mean spectral sensitivities
agree extremely well with dichromatic spectral sensitivities and with the M- and L-cone fundamentals of Smith
and Pokorny [Vision Res. 15, 161 (1975)] and of Vos and Walraven [Vision Res. 11, 799 (1971)], both of which are
based on the CIE (Judd-revised) 20 color-matching functions (CMF's). But the agreement with the M-cone fun-
damentals of Estdvez [Ph.D. dissertation, Amsterdam University (1979)] and of Vos et al. [Vision Res. 30, 936
(1990)], which are based on the Stiles-Burch 2° CMF's, is poor. Using our spectral-sensitivity data, tritanopic
color-matching data, and Stiles's 13, we derive new sets of cone fundamentals. The consistency of the proposed
fundamentals based on either the Stiles-Burch 20 CMF's or the CIE 100 large-field CMF's with each other, with
protanopic and deuteranopic spectral sensitivities, with tritanopic color-matching data, and with short-wave-
length-sensitive (S-) cone spectral-sensitivity data suggests that they are to be perferred over funda-
mentals based on the CIE 20 CMF's.
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1. INTRODUCTION

More than a century of research effort has been devoted
to the determination of the cone spectral sensitivities on
which normal color vision depends. Though a degree of
consensus now obtains, there are substantial differences
among the prevailing cone-sensitivity estimates.

In principle, all that we require to measure cone spectral
sensitivities in the normal observer is to find conditions
under which vision depends on only a single cone type.
Such isolation is difficult to achieve across the entire vis-
ible spectrum, however, because the spectral sensitivities
of the three cone types [particularly those of the middle-
wavelength-sensitive (M) cones and long-wavelength-
sensitive (L) cones] overlap extensively. Many workers
have used steady chromatic adaptation in an attempt to
isolate the cones (for example, Refs. 1 and 2), but there are
a priori grounds for supposing that this strategy will be
unsuccessful.3 In our companion paper4 we report the de-
velopment and validation of a technique of isolating the M
and L cones in the normal human eye that uses transient
adaptation. Spectral sensitivity is measured following an
exchange of background color from blue to deep red for
M-cone isolation and from deep red to blue for L-cone iso-
lation (see also Ref. 5). Here we apply this technique to
estimate the M-cone spectral sensitivity in 2 protanopes
and 11 normals and the L-cone spectral sensitivity in
4 deuteranopes and 12 normals. We compare the average
spectral sensitivities that we obtain with other estimates
of the protanopic and deuteranopic spectral sensitivities
and with tritanopic color matches to derive new M- and
L-cone fundamentals. In the color space defined by the
CIE 2° color-matching functions (CMF's), our results are
broadly consistent with the fundamentals of Smith and
Pokorny.6 In the color space defined by the Stiles-

matching, spectral sensitivity, cones, luminance,

Burch955 2 CMF's and in the color space defined by the
CIE1964 100 CMF's, we propose new cone funda-
mentals to replace the current Stiles-Burchl 9 5 5 -based
estimates, which overestimate M-cone sensitivity in the
red part of the spectrum. Comparisons with other data,
such as tritanopic color-matching data and large-field,
10° CMF's, suggest that the cone fundamentals based on
the Stiles-Burch95 5 20 estimates are to be preferred over
versions based on the CIE 2° CMF's.

A. Dichromats and Normals
A traditional method of estimating the M- and L-cone
spectral sensitivities is the use of protanopes and deutera-
nopes, since these dichromatic observers behave as if they
possess only a single visual pigment in the long-wavelength
spectral range. This makes possible a direct and straight-
forward measurement of the longer-wavelength cone spec-
tral sensitivity, merely by the use of conditions under
which the short-wavelength-sensitive (S) cones do not con-
tribute to sensitivity. If dichromacy reflects the loss of
one of the three cone types in the normal observer,7' 8 then,
with the S cones disadvantaged, the protanopic spectral
sensitivity should be that of the normal's M cones, and the
deuteranopic spectral sensitivity should be that of the
normal's L cones.

This approach is valid only if protanopia and deutera-
nopia are truly reduced forms of normal trichromacy, in
which one of the two longer-wavelength photopigments
is absent and the other is identical to that in the normal
observer. Doubts about this "loss" hypothesis could be
entertained on three main grounds.

First, many protanopes and deuteranopes show some
residual anomalous trichromacy when their peripheral
retinas are stimulated. 9 -11 Second, microspectrophoto-
metric absorption spectra (for example, Ref. 12) predict
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much greater sensitivity at the ends of the spectrum than
is observed in dichromats [see Fig. 11(a) below]. Third,
the classic "field sensitivities" obtained by Stiles 3 from
normal eyes are broader than dichromatic spectral sensi-
tivities and are somewhat like the sensitivities inferred
from microspectrophotometry (MSP) (see Fig. 3 of Ref. 14).

There is, on the other hand, also strong support for the
loss hypothesis. First, though most are weakly trichro-
matic in their peripheral retinas, protanopes and deutera-
nopes are dichromatic in the central 20 of vision (where we
make our measurements). Second, suction electrode
recordings yield data that are much closer to dichromat
sensitivities than are microspectrophotometric data [see
Ref. 15 and Fig. 11(b) below]. Third, unlike Stiles's field-
sensitivity measurements, many other cone isolation ex-
periments,'15 1

6 7 including Stiles's high-intensity "test
sensitivity" measurements,'8 have yielded spectral sensi-
tivities in the normal observer that are nearly protanopic
or deuteranopic. Fourth, comparisons between normal
and anomalous trichromatic color matches support the
loss hypothesis.'9

In this paper we compare cone spectral sensitivities in
normals and in dichromats obtained under precisely the
same conditions of adaptation. Our results support the
loss hypothesis of dichromacy.

B. Color-Matching Functions and the Fundamental
Spectral Sensitivities
The normal observer can match any spectral light to a
mixture of three fixed-color primary lights (one of which
may have to be added to the spectral light for completion
of the match). An observer's color-matching behavior can
therefore be described by the three functions that relate
the matching intensities of the three primary lights to the
wavelength of the spectral test light. These are known as
the CMF's. Typically, they are defined for equal-energy
spectral lights.

When a trichromatic color match is made by an observer
with just three types of cone, it is a match at the cone level:
the total quantal catch produced by the three primaries in
each of the three cone types is the same as the quantal
catch produced by the spectral test light. If we knew the
sensitivity of each of the three cone types to the three
primary lights, we could reconstruct the cone spectral sen-
sitivities from the three CMF's by a simple linear transfor-
mation. Those nine sensitivities, however, are unknown.

In this paper we first estimate the M- or the L-cone sen-
sitivities directly. Any cone-sensitivity estimate must be
expressible as a linear combination of the CMF's, with
weights given by the relative sensitivity of that cone to
the three primaries. Accordingly, we next fit our cone
spectral-sensitivity estimates with linear combinations of
two of the standard sets of 2° CMF's: the CIEJudd and the
Stiles-Burch.9 5 5 CMF's (which are discussed in more detail
below). We use the results and data from other sources to
evaluate the differences between these CMF's: a crucial
issue is which set of CMF's is the most appropriate as the
basis for deriving the cone sensitivities.

C. Individual Variability
At short wavelengths much of the individual variation in
the corneally measured cone sensitivities arises from dif-
ferences in the densities of the yellow pigments in the

macula and lens. To minimize uncertainty about these
factors, we measured the macular and lens pigment densi-
ties in most of our subjects.

There is also a slight but significant individual variation
in the cone pigment spectra themselves. With the identi-
fication of the genes that code the M- and L-cone photo-
pigments, and the finding that there is more than one
genotype for each cone type,2 0 2 the study of the variability
in Amax (the wavelength of maximum sensitivity) has taken
on renewed interest.

As discussed above, measuring M- or L-cone spectral
sensitivities (and their Amax) is easier if protanopes or
deuteranopes rather than normals are used. The most-
extensive data on the variability in the Ama. of dichromats
comes from work done at the University of Michigan.
Alpern and Pugh22 reported that the L-cone-sensitivity
curves in a group of eight deuteranopes varied in spectral
position over a total range of 7.4 nm, with a standard
deviation estimated from their Fig. 9(C) of -2.4 nm.
Alpern,2" analyzing the results from Alpern and Wake2 4

and Bastian,25 estimated the range of Ama. in 38 pro-
tanopes to be 12.4 nm and the range in 38 deuteranopes
to be 6.4 nm. These ranges are large, yet the standard
deviations of the Amax calculated from Fig. 1 of Ref. 23
are only 2.3 nm for the protanopes and 1.6 nm for the
deuteranopes.

For the normal observer, MacLeod and Webster26 and
Webster and MacLeod27 found that the individual varia-
tion in the 10° CMF's of Stiles and Burch2

1 implied a stan-
dard deviation in Ama,, for 49 observers of only 1.5 nm or
slightly less for L-cone sensitivities and 0.9 nm for M-cone
sensitivities; and they found comparable standard devia-
tions in Am,, for the 10 observers making up the Stiles-
Burch 20 color-matching functions2 7 (see also Ref. 29).

Thus psychophysical data from normals and dichromats
suggest only a limited variability in the cone spectra.
MSP of cones from the eyes of seven persons, however,
suggests a greater variability, with standard deviations in
Amax of 3.5 and 5.2 nm, respectively, for 45 M and 58 L
cones in humans.' 2 Presumably the excess variability in
MSP either does not appear under the conditions of natu-
ral vision or else represents variation among cones in each
individual rather than among different individuals. In
fact, the distribution of Amax values in Fig. 1 of Ref. 30 sug-
gests that the standard deviation of the mean Amax values
among the seven subjects is roughly 2.4 and 3.7 nm for the
M- and L-cones, respectively, suggesting that some of the
variability found in the MSP data is within subjects. Suc-
tion electrode recordings from single cones in the monkey
Macaca fascicularis are in better agreement with psycho-
physical measures of variability with standard deviations
of Amax of only 1.0 nm for the L cones and 1.3 nm for the
M cones 5 ; and, in a limited sample of 5 L cones from a
single human male, Schnapf et al.3 1 report a standard de-
viation of 0.9 nm.

The question of whether variability in the absorption
spectra is continuous or discrete is of considerable theo-
retical interest. Much has been made of the bimodal
distribution of Rayleigh matches reported by Neitz and
Jacobs,3 2 which has since become a quadrimodality. 33

Unfortunately, two other recent studies have produced
only unimodal distributions of Rayleigh matches.3 4 35

Nevertheless, there is evidence to support the original
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claim of Neitz and Jacobs3 2 that there is a polymorphism
of the L-cone-pigment gene that translates into a shift of
Amax of -3 nm.2'3 6 Despite claims to the contrary, 37 it re-
mains that the Stiles-Burch 100 data, which represent the
most extensive set of individual color-matching data, are
consistent with a unimodal variation in Amax with a rela-
tively small standard deviation.3 8 This result suggests
that the idea of defining cone fundamentals or color-
matching functions of a standard or average observer is
still useful and valid.

2. GENERAL METHODS

A. Apparatus
The optical apparatus was a four-channel, Maxwellian-
view system, described in more detail in the companion
paper.4 One channel provided the test field, and two
others provided the primary background fields. A fourth
channel provided an auxiliary violet background that was
used to suppress the S cones under M-cone-isolation con-
ditions. Each subject was positioned in the apparatus by
means of a dental mouth bite.

B. Stimuli
The sizes of the test and field stimuli were defined by
circular field stops. The observer foveally fixated the
center of the 40-diameter background field, upon which a
20 -diameter test field was superimposed.

Test and field wavelengths were selected by use of inter-
ference filters with half-bandwidths of from 7 to 11 nm,
with the exception of the deep-red background field,
which was produced by a Wratten #70 gelatin cutoff filter
and two heat-absorbing filters (HA3 glass).

1. Adaptational Procedure
To achieve cone isolation, we alternated a red, 678-nm
background and a blue, 485-nm background at 0.5 Hz.
The blue background was chosen to desensitize the M cones
selectively, and the deep-red background was chosen to
desensitize the L cones selectively. The target field,
flickering at 17 Hz, was presented during the 500 ms im-
mediately following the transition from one field (which
we refer to as the preceding field) to the second (which we
refer to as the concurrent field). The preceding and con-
current fields were blue and deep red, respectively, for
M-cone isolation and deep-red and blue, respectively, for
L-cone isolation. The choice of background wavelengths
and the specifics of the adaptational procedure are dis-
cussed in more detail in the companion paper.4 There we
report that measurement of sensitivity just after the ex-
change of two colored fields is more successful in produc-
ing cone isolation than measurement after either a steady
field or a flashed field.

2. Sensitivity Measurement
In the following experiments we determined sensitivity by
measuring the threshold for detecting 17-Hz, square-wave
flicker. The method of adjustment was used. The sub-
ject varied the intensity of the flickering 20 target field by
rotating a circular variable neutral-density wedge until he
or she was satisfied that the flicker was just at threshold.
Six settings were made for each condition. The subject
was instructed to alternate the direction of the initial

excursion of the wedge after each setting. The rationale
for the use of a rapidly flickering test stimulus is dis-
cussed elsewhere.4

C. Calibration
All light source and spectral filter combinations were cali-
brated with a spectroradiometer (EG&G) that had itself
been calibrated against a reference mercury lamp and a
reference light source. Calibrations of the radiant fluxes
of test and background fields were obtained at regular
intervals with a conventional radiometer/photometer
(EG&G) that had been cross calibrated with a silicon
photodiode (United Detector Technology) independently
calibrated (by Optronics, Inc.) with a precision of 2%
traceable to the National Institute of Standards and Tech-
nology. The test intensities are given below in log 0
quanta sec'1 deg-', and background intensities are given
in logl0 trolands (Td). Each narrow-band stimulus is
characterized by an equivalent wavelength, which is the
wavelength of a monochromatic light that has the same
effect on the cone type of interest when it is equated
in energy to the narrow-band light. The equivalent
wavelengths calculated for these stimuli assumed the
Smith-Pokorny cone fundamentals, as described in the
companion paper.4 Revised equivalent wavelengths based
on the quite similar cone sensitivities that were ultimately
derived differ only by inconsequential amounts: result-
ing errors were less than 0.25 nm in equivalent wave-
length, or less than 1% (0.004 log unit) if expressed in
terms of sensitivity. These corrections have been ne-
glected. We made minor adjustments to the measured
L-cone spectral sensitivities to correct for changes result-
ing from photopigment bleaching (see Ref. 4 for details).

D. Subjects
We performed the most-extensive measurements on three
of the color-normal subjects, who were also the experimen-
ters (AS, JAV, and NEJ). The other subjects did not know
the purpose of the experiments. Trichromacy or dichro-
macy was established by Rayleigh matches and by the
Farnsworth-Munsell 100-hue test carried out with use of
central vision. We required that our dichromats be able
to make a side-by-side match between a yellow light and
a mixture of red and green lights by adjusting only the
intensity of the yellow, whatever the ratio of red to green
light in the mixture. The majority of our subjects could
accommodate without corrective lenses. Of those who
could not, two wore colorless contact lenses during the
experiment and a third used a corrective lens placed just
in front of his eye.

3. RESULTS AND DISCUSSION

A. Flicker Threshold Spectral Sensitivity As a Function
of the Intensity of the Concurrent Background

1. Introduction
In our previous study we found that at sufficiently high
luminances the spectral sensitivities of three normal ob-
servers closely approached an M-cone spectral sensitivity
after an exchange of background color from blue to deep
red and an L-cone sensitivity after an exchange of back-
ground color from deep red to blue.4 The purpose of this
first experiment was to test whether M- and L-cone iso-
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470-nm L-cone-sensitivity difference varies considerably
among subjects. In contrast, the 545-668-nm M-cone
asymptote is almost unaffected by macular pigmentation
and is only slightly affected by lens pigmentation. Other
sources of variability are assessed in Appendix B.

3. Results
vO</9 / Figure 1(a) shows the difference in log,, sensitivity for

detecting 545- and 668-nm, 17-Hz flicker measured as a
8 a function of the luminance of the concurrent deep-red

background. Results are shown for nine male color nor-
o mals, two female color normals, and two male protanopes.

o O 0 1 2 3 4 5 The Smith-Pokorny cone spectral-sensitivity functions
shown throughout this paper are calculated from Ref. 6

Concurrent deep-red background luminance (log0 Td) with use of the Judd3 9 and Vos40 modified CIE 2 CMF's

(see Table I of Ref. 40).
For nearly all our subjects, the 545-668-nm sensitivity

difference closely approaches or reaches the expected
M-cone spectral-sensitivity difference as the concurrent
678-nm background luminance is increased. There are
two important features of the results shown in Fig. 1(a).
First, the asymptotic 545-668-nm sensitivity difference

!-' - Q R E V /seems to be common to all our subjects: none of them
(b) has a 545-668-nm sensitivity difference that significantly

exceeds the Smith-Pokorny M-cone spectral sensitivity.
Second, although there is a common asymptote, there is
considerable variation in the luminance of the concurrent,
678-nm background needed for reaching it. In fact, the

Concurrent 485 nm background luminance (og, 0 Td) range is from as low as 3.0 logio photopic Td to as high as
one isolation for nine male color normals (open sym- 4.5 logio photopic Td.
female color normals (dotted symbols), and two male Figure 1(b) shows the difference in logl6 sensitivity for
s (filled symbols). (a) M-cone isolation: The differ-
glo sensitivity for detecting 545- and 668-nm, 17-Hz detecting 638- and 470-nm flicker following background
.owing an exchange of background from 485 to 678 nm exchange. Results are shown for nine male color normals,
a function of the 678-nm background luminance. The two female color normals, and four male deuteranopes.
line is the Smith-Pokorny M-cone sensitivity. (b) L- Because of individual variability in macular and lens pig-
ion: The difference in loglo sensitivity for detecting mentation at 470 nm, we cannot assume that the Smith-
170-nm, 17-Hz flicker following an exchange of back-
)m 678 to 485 nm plotted as a function of the 485-nm Pokorny L-cone estimate of the 638-470-nm sensitivity
Ld luminance. The horizontal dotted line at +0.38 is difference is valid for our subjects. The upper horizontal
638-470 nm sensitivity difference obtained in Sub- dotted line in Fig. 1(b) is the average 470-638 nm sensitiv-

B (see Table 1 below). The data for each subject have ity difference for all 15 subjects obtained in the spectral-
'cally shifted to align each subject's asymptotic 638- sensitivity determinations described in Subsection 3.B.
pectral sensitivity with that value. (In contrast, the
38-470-nm sensitivity difference under M-cone isola- To compensate for differences in prereceptoral filtering,
tions was -0.86 loglo unit.) we have vertically shifted each subject's data by an amount

that brings his or her asymptotic 470-638-nm spectral
uld also be achieved in a larger group of naive sensitivity into alignment with the average asymptotic
and, if it could, then to use the results for choos- 470-638-nm spectral sensitivity. In Subsection 3.B we
opriate background luminances for the com- estimate the macular and lens pigment for a group of these
ectral-sensitivity determinations described in subjects. After correction of the individual spectral-
)n 3.B. sensitivity data to a peak macular density of 0.35 and

typical lens density (when we refer to the peak macular
ods density, we are referring to the macular density at 460 nm,
M-cone-isolation conditions, test lights of 545 the peak of the macular spectrum), the average spectral
am were used, and for the L-cone isolation condi- sensitivities that we derive agree well with other cone-
hts of 638 and 470 nm were used. Target wave- sensitivity estimates (see Figs. 2, 5, and 6 below).
,f 470 and 668 nm were chosen because they are Adaptation has comparatively little effect on the 638-
hose at which L-cone isolation and M-cone isola- 470-nm sensitivity differences shown in Fig. 1(b), because
)ectively, should be poorest (see Ref. 4). For the the spectral-sensitivity change from the standard photopic
wavelength test light under the M-cone-isolation luminosity curve (VA) to a pure L-cone sensitivity amounts
.s, 545 nm was preferred to 470 nm, mainly be- to a shift of only 0.32 logl, unit at these wavelengths.
the fovea the sensitivity to 470-nm light is af- One interesting feature of these data is that the 638-
ymacular pigmentation and lens pigmentation, 470-nm spectral sensitivity increases with concurrent
hich show considerable individual variation. Be- 485-nm background luminance in deuteranopes as well
this individual variation, the asymptotic 638- as in color normals, presumably because 470-nm, 17-Hz
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flicker is detected by the S cones (or even by the rods) at
low background luminances.

B. M- and L-Cone Spectral Sensitivities

1. Introduction
In this experiment we determined the 17-Hz flicker-
detection spectral sensitivities following an exchange of
background color (1) from blue to deep red to determine
M-cone spectral sensitivity in 11 color normals and
2 protanopes and (2) from deep red to blue to determine
L-cone spectral sensitivity in 12 color normals and
4 deuteranopes. Nine of the color normals made both
the M- and the L-cone spectral-sensitivity measurements.
Three others made only the L-cone measurements, and
two others only the M-cone measurements.

Two important sources of variability in the shapes of
corneally measured cone spectral sensitivities are individ-
ual differences in the densities of lens and macular pig-
mentation. These prereceptoral filters absorb mostly at
short wavelengths. Individual differences are large: in
studies using more than 10 subjects, macular pigment den-
sity has been found to vary from 0.0 to 1.2 at 460 nm,41 43

and lens pigment density by approximately ±25% of the
mean density implied by the CIE 1951 scotopic luminosity
function (see Ref. 44; the variability estimate given in
Ref. 44 was based on the individual scotopic luminosity
data of Crawford45 ). These large individual variations in
lens and macular pigmentation can obscure whether cone
isolation has been attained at short wavelengths, and they
are the main source of observer sampling error in the esti-
mation of the cone sensitivities. To mitigate these prob-
lems, we undertook independent measurements of the
density of lens and macular pigmentation in 11 of our sub-
jects. We use the measurements below to make small
corrections to our mean data in order to make them repre-
sentative of typical levels of prereceptoral pigmentation.

2. Methods
Spectral-sensitivity determination. Ten test wavelengths
were used. Six settings were made at each test wave-
length. Two separate spectral-sensitivity determinations
were carried out for each subject: the first in ascending
order of test wavelength and the second in descending or-
der. Subjects AS, NEJ, and JAV carried out four separate
determinations, for which the order of test wavelengths
was ascending, descending, descending, and ascending.

The M-cone data were obtained following an exchange of
background from 485 to 678 nm. The average luminance
of the preceding 485-nm background was 3.15 logl5 Td and
that of the concurrent 678-nm background 3.95 logl5 Td.
Although we are comparatively insensitive to high-
frequency flicker detected by the S cones, we are easily
able to resolve 17-Hz S-cone flicker at high enough in-
tensities (see, for example, Refs. 46 and 47). Under the
conditions of our experiment we found an S-cone contri-
bution to the detection of both 442- and 470-nm, 17-Hz
flicker under M-cone-isolation conditions. We suppressed
this unwanted contribution by adding a steady, violet,
418-nm auxiliary background of 9.68 logi0 quanta sec-1

deg-2 (1.20 log5 Td) to the exchange backgrounds. No
auxiliary background was needed for the L-cone-isolation
conditions.

The L-cone data were obtained following an exchange
of background from 678 nm (average luminance,
3.35 logl0 Td) to 485 nm (average luminance, 4.05 logl5 Td).

Macular pigment density determination. We es-
timated macular pigment density by comparing 17-Hz
flicker-detection sensitivities at 470 and 545 nm at an
eccentricity of 100 and centrally. Relative to 545 nm, the
difference in log relative sensitivity at 470 nm between
these eccentricities was taken to be our estimate of macu-
lar pigment density, which could then be suitably scaled for
other wavelengths with the standard templates tabulated
by Wyszecki and Stiles.48 So that regional variations in
the relative sensitivity of different cone types would not
upset the estimate, the macular estimate was performed
under M-cone-isolation conditions for 11 of the subjects
and as an additional control under both M- and L-cone-
isolation conditions for our three main subjects (AS, JAV,
and NEJ). A number of previous studies estimated
macular pigment density by isolating the same cone
mechanism in the fovea and parafovea in this way (for
example, Ref. 13).

Macular pigment density was determined experimen-
tally in only 11 of our 20 subjects, yet we needed to make
macular pigment density adjustments to the spectral-
sensitivity data averaged across all our subjects. We
obtained an estimate of the unknown macular pigment
densities by comparing the spectral sensitivities of the
9 subjects in the unknown group with the spectral sen-
sitivities of the 11 subjects in whom the macular density
was known. This was done as part of the analysis of the
factors that underlie the individual variation in the corneal
cone sensitivities, described in Appendix B. That analysis
yielded the macular pigment density required for a best fit
to each subject's sensitivity data. The macular pigment
absorption curve assumed was the one tabulated in Ref. 48.
While subjects may differ somewhat in their macular pig-
ment absorption spectra (see, for example, Ref. 49), the
general validity of the Wyszecki-Stiles estimate is sup-
ported by our own analysis in Fig. 9(c) below.

Lens pigment density determination. We estimated
lens pigmentation by measuring 2-Hz scotopic flicker
thresholds for test wavelengths of 413 and 545 nm at an
eccentricity of 100 in the temporal retina and by assuming
that individual variation in the ratio of the two sensitivi-
ties reflects lens absorption in the violet (essentially the
method of Ref. 50). This assumption neglects possible in-
dividual differences in the optical density of rhodopsin it-
self, but these can play only a minor role. The test fields
were 20 in diameter, and no background was used. Each
run was preceded by 40 min of dark adaptation. The sen-
sitivity difference between 413 and 545 nm, averaged from
two or more runs, was compared with the standard VA'
scotopic luminosity function [Table I(4.3.2) of Ref. 48] at
those two wavelengths.

3. Results
Table 1 lists the means and standard deviations of the
17-Hz flicker-detection spectral sensitivities before any
corrections for macular or lens pigment density. An
analysis of the factors that underlie the individual varia-
tion in these data is presented in Appendix B.

Before these mean data are compared with other esti-
mates of the cone spectral sensitivities, it is desirable first
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Table 1. Means and Standard Deviations of the
M- and L-Cone Spectral Sensitivities

Obtained with the Exchange Procedure
M-Cone L-Cone
(n = 13) (n = 16)

Wavelength Log Standard Log Standard
(nm) Sensitivity Deviation Sensitivity Deviation

442 -0.985 0.175 -1.262 0.177
470 -0.641 0.155 -0.963 0.178
500 -0.262 0.101 -0.519 0.113
516 -0.098 0.067 -0.169 0.072
545 0.000 0.019 -0.003 0.042
576 -0.128 0.070 0.000 0.036
600 -0.552 0.046 . -0.095 0.044
617 -0.938 0.042 -0.255 0.051
638 -1.498 0.036 -0.587 0.040
668 -2.463 0.035 -1.330 0.053

to adjust them to typical macular and lens pigment densi-
ties. We found that the average peak macular density (i.e.,
the density at 460 nm calculated from our data at 470 nm
by use of the Wyszecki-Stiles standard macular pigment
template) in the 11 subjects measured was 0.32, with a
standard deviation of 0.23 across observers. The average
lens density was 99% of that implied by the standard VA'
scotopic luminosity function, with a standard deviation of
23%. Our average data thus required practically no ad-
justment for idiosyncrasies of lens pigmentation, with cor-
rections approaching 0.01 logl0 unit only in the deep violet.
Since such small corrections are visually insignificant,
only macular pigment corrections to our data are consid-
ered in the remainder of this paper. According to the
analysis described in Subsection 3.B.2, the mean macular
pigment density for all subjects who made M-cone mea-
surements was 0.30, and for those who made L-cone mea-
surements it was 0.34.

What is the typical macular density for a 2° field? In
making comparisons between our data and cone funda-
mentals based on the 2 CMF's, it is important that we
have a good estimate of the typical macular density for a
2 0-diameter field, so that we can use the measured macu-
lar densities to correct the spectral sensitivities of our ob-
servers to typical density values. The peak macular
density (at 460 nm) most often assumed is the 0.5 value
given by Wyszecki and Stiles.4 8 This value, however, may
not be appropriate for a 20 field. Most macular pigment
density determinations, including those on which Wyszecki
and Stiles based their estimate, were carried out with
fields smaller than 20. The chief exception was the study
by Bone and Sparrock,4 2 which gave a mean peak density
of 0.53, but this value is probably inflated by scotopic in-
trusion in their peripheral measurements (see Ref. 51,
p. 7). Of the other studies that actually note the field
size, both Wald4 (0.50 peak) and Stiles13 (0.50 peak) used
a 1 0-diameter field; and, more recently, Pease et al.4 3

(0.77 peak) used a 0.67 0-diameter field. Since macular
density falls off rapidly with eccentricity,49 it seems likely
that the typical effective density of macular pigment for
a 2 field is less than the 0.50 peak value assumed by
Wyszecki and Stiles. But how much less?

Our own macular density measurements suggest a mean
peak density (at 460 nm) for a 2 0-diameter field of 0.32, or

64% of the density assumed by Wyszecki and Stiles.48

Other evidence suggests that, this value may be typical.
Smith and Pokorny6 measured the macular densities
for 20-diameter fields in four deuteranopes and five pro-
tanopes. Although they subsequently adjusted their data
to a peak density of 0.53, the measured densities were
only 0.26-0.38 for the protanopes and 0.146-0.85 for the
deuteranopes. The mean peak macular density for their
nine subjects (from their Fig. 3) is -0.36. This value
compares well with the mean of 0.32 for our eleven
subjects.

The foregoing experimental estimates assume negligible
macular pigmentation in the peripheral retinal region
(10° eccentricity in our case) that was used for comparison
with the macular area, and they could be underestimates
if macular pigmentation does extend substantially beyond
the macula. Reassuringly, however, high-performance
liquid chromatography data on human eyes suggest a neg-
ligible density at an eccentricity of 10° (Ref. 52, Table 2
and p. 847). Moreover, Baylor et al. 5 found that compari-
sons between psychophysical and electrophysiological
spectral sensitivities suggested a peak macular pigment
density of 0.29 for a 2° field. Consideration of the shapes of
the absorption spectra also supports a value close to 0.35..
Vos5' concluded that a macular density of 0.35 yielded the
smoothest inferred cone pigment absorption spectra for
cone sensitivities based on the CIEJUdd 20 CMF's. In simi-
lar analyses undertaken by us, the macular densities that
yielded absorption spectra best described by low-order
polynomials was generally even lower than 0.35 for cone
sensitivities derived from the Stiles-Burch9 55 2 CMF's,
but the estimates depended on the candidate cone spectral
sensitivity, on the lens absorption spectrum assumed, and
on the fitting criterion adopted. The macular density
that yielded the closest approach to a common shape
(on a log wavelength or relative-frequency basis5 354 ) for
the visual pigment absorption spectra was 0.35 or slightly
higher, again with considerable dependence on the details
of the analysis.

Provisionally, then, we assume 0.35 to be the typical
peak macular density for a 2° field. This assumption re-
quires a comparatively small adjustment to our mean data
(by 0.045 and 0.014 logl0 unit at 470 nm for our M- and
L-cone data, respectively).

Comparisons with other estimates. The mean spectral-
sensitivity data adjusted to a peak macular density of 0.35
are shown in Fig. 2 as filled circles. In each panel, our
data are shown twice, displaced vertically for clarity.

The upper curves in both panels are the Smith-Pokorny6

(solid curves) and the Vos-Walraven (dashed curves) cone
estimates based on the CIEJudd 2 CMF's. (In general,
when we refer to the Vos-Walraven cone fundamentals, we
are referring to the Vos-Walraven fundamentals5 5 modi-
fied by Walraven5 6 and Vos40.) The lower curves are
the Vos et al.57 (solid curves) and the Estevez5" (dashed
curves) cone estimates based on the Stiles-Burch,9 5 5
20 CMF's. These four cone estimates are derived from
dichromatic and trichromatic color-matching data. Their
derivation is discussed below.

At wavelengths greater than 500 nm, both of the CIEJudd-
based cone estimates (upper curves) describe our data
extremely well. At shorter wavelengths, the agreement is
poorer, yet the Smith-Pokorny fundamentals are still
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Fig. 2. Average 17-Hz flicker-detection spectral sensitivities
under (a) M-cone or (b) L-cone isolation conditions, adjusted to a
typical peak macular pigment density of 0.35 (filled circles). The
error bars are +1 standard deviation across subjects. The upper
comparison in each panel is with the CIEjdd-based cone fun-
damentals of Smith and Pokorny6 (solid curves) and of Vos and
Walraven55 (dashed curves); the lower comparison is with the
Stiles-Burch,9 55-based cone fundamentals of Vos et al.

5 7 (solid
curves) and Est6vezr8 (dashed curves).

within 1 standard deviation of our mean data. The Vos-
Walraven estimates are substantially less sensitive at
short wavelengths than any of the other cone estimates
shown in Fig. 2.

The Stiles-Burchl955-based cone estimates (lower curves)
agree well with our adjusted data at short wavelengths.
At the long-wavelength end of the spectrum, however, the
M-cone estimates of both Est6vez58 and Vos et al.5 7 are
clearly too sensitive to describe our data. The Est6vez
M-cone estimate deviates from our data (and from the
CIEJudd-based estimates) by nearly 0.4 logi0 unit (a factor
of 2.5) at long wavelengths. The Vos et al. function agrees

somewhat better than the Est6vez function, but like the
Est6vez function it is too sensitive in the orange and red.
As we show in the Subsection 3.C, these discrepancies are
due not to inconsistencies between our data and the stan-
dard Stiles-Burch,955 20 observer but rather to less-than-
optimal choices of the weighting coefficients in the
proposals of Vos et al. and of Est6vez. With more appro-
priate choices, the Stiles-Burch9 55 20 CMFs can fit our
own and other relevant data fairly well (see Fig. 4 below).

C. Linear Combinations of the CIEjfldd and
Stiles-Burch, 95 5 20 CMF's Best-Fitting Our Data

1. Introduction
The color matches of a normal observer can be described
by three CMFs, each of which represents the energy of
one of the primaries required for matching a spectrum of
monochromatic test lights of unit energy. A set of CMF's
can be linearly transformed from one triad of primaries
to any other, including imaginary primaries such as the
x, y, z primaries adopted by the CIE, and including as a
special case the cone, or fundamental, spectral sensi-
tivities. Since they are the basis of trichromatic color
matches, the cone spectral sensitivities must be a linear
combination of the CMFs. We next ask how well our data
can be represented by linear combinations of the CMFs.

There are three major derivations of the CMFs for
foveal vision, as follows.

CIE19 31 2 color-matching functions. The CIE931

2° CMF's,5 9 which form the basis for virtually all practical
colorimetry, are based on the chromaticity coordinates
obtained by Guild'0 and by Wright.6' Chromaticity co-
ordinates, however, provide only a relative measure of the
ratios of the three" primaries needed for matching each
spectrum color, whereas CMFs specify absolute energy
values. In order to reconstruct the CMF's from the
Wright6' and Guild6 0 data, it was assumed that the CIE 9 24
VA photopic luminosity function6 2 is a linear combination
of the three CMFs (see Ref. 48 for a description of the
reconstruction and for the tabulated values). Because
they are seriously in error at short wavelengths (see be-
low), we do not consider the original CIE 9 3 2 CMF's
further in this section but return to them in Subsec-
tion 3.F below.

CIEJudd 20 color-matching functions. It has long been
clear that the CIE924 VA that was used to construct the
CIE9 3 2 CMF's seriously underestimates sensitivity at
wavelengths below 460 nm. Judd3 9 proposed a revised
version of VA to overcome this problem and derived a new
set of CMF's [see Table 1(5.5.2) of Ref. 48]. Subsequently,
Vos made additional corrections to Judd's revision below
410 nm and incorporated the infrared color reversal de-
scribed by Brindley63 to produce the modified version of
the CIEJudd 20 CMF's used here (Table 1 of Ref. 40). The
Judd-Vos VA is the modified luminosity function VM(A) re-
cently adopted by the CIE.

The validity of the CIE 931 and the CIEJudd 2 CMF's
depends on the assumption that VA is a linear combination
of the color-matching functions. This assumption was
tested by Sperling, who measured chromaticity coordi-
nates and luminosity functions and found deviations from
additivity as high as 0.1 log 0 unit in the violet, blue, and
far-red parts of the spectrum between a flicker photo-
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Table 2. Linear Combinations of the CIE Judd xt, y, and z 20 CMF's Best Fitting Our Data'

Macular Density Adjustments
Best-Fitting Parameters (A) None (B) Adjusted to Peak of 0.35 (C) Adjusted to Peak of 0.50 Smith-Pokorny6

M-Cone
aM -0.154709 -0.154503 -0.154048 -0.155140
bM 0.456840 0.456840 0.456840 0.456840
CM 0.041610 0.039281 0.035455 0.032860
rmsb 0.130279 0.099126 0.050188

L-Cone
aL 0.138148 0.140398 0.156838 0.155140
bL 0.543120 0.543120 0.543120 0.543120
CL -0.024874 -0.025833 -0.032081 -0.032860
rmsb 0.086869 0.084282 0.086217

'The coefficients am through CL refer to MA = ax + bmy + CMZ; LA = aLX

and MA and LA are the cone sensitivities.
bRoot-mean-square fitting errors in lglo sensitivity.

metric VA and the CMF's (and even larger deviations if
VA was measured by brightness matching).6 4 This sug-
gests, as Estevez has pointed out,5" that the use of the
CIE VA function to construct the CIE 2 CMF's could
introduce sizable errors, particularly since the derivation
of the CIE VA was not limited to flicker photometric
measurements. 6 2 6 5

The validity of the CIE VA, itself, is also questionable.
The uncertainty surrounding it is illustrated by the fact
that the values from the different studies that were aver-
aged to define it diverged by as much as a hundredfold in
the violet.62 66 The substantial modifications to the CIE
VA subsequently introduced by Judd and by Vos are con-
fined mainly to wavelengths below 460 nm, but even above
that wavelength (where Judd retained the original CIE924
luminosity values) the CIE VA function seems not to have
been carefully tested or validated. If the original CIE924
luminosity values are too low at and above 460 nm (as well
as at shorter wavelengths at which Judd increased the
luminosity values), then the Judd modification creates
a standard observer whose sensitivity is too low at 460 nm
and who could thus be roughly characterized as having
artificially high macular pigment density (see Ref. 67,
p. 171). Indeed, the CIEJudd 20 data do seem to deviate in
this way from data of typical real observers, such as our
subjects, the Stiles-Burch9 5 5 2 data, and other relevant
data (see Subsection 3.F).

Stiles-Burch 20 color-matching functions. There is no
good reason that CMF's should be reconstructed with the
use of VA in the way that the CIE93 , and CIEJudd 20 CMF's
were, because something better exists: the directly mea-
sured Stiles-Burchl95 5 2° CMF's.67 Est6vez' argued that
these CMF's, which are based on data from 10 observers,
are to be preferred over the CIE 20 CMF's, and Pugh and
Sigel6 ' noted that they are more consistent with Stiles's

ir-mechanism sensitivities than are the CIE 2 func-
tions. The Stiles-Burch95, 2 CMF's are tabulated in
Table 1(5.5.3) of Ref. 48.

2. Methods
Using a curve-fitting program (SigmaPlot), we determined
the best-fitting linear combination of either the CIEs~dd or
the Stiles-Burch9 5 5 2 CMF's to describe our data. For-
each set of CMF's we carried out three types of fit:
(A) with no macular pigment adjustments, (B) with our

+ bLY + CL2, where x, y, and 2 are the Judd39 and VosO modified CIE 2° CMF's

data adjusted to a peak macular density of 0.35, and
(C) with our data adjusted to a peak macular density
of 0.50.

The fits minimized the sums of the squares of the devia-
tions of the predicted from the observed logl0 sensitivity
values, each deviation being divided by the standard de-
viation of the observed values among our observers (see
Table 1). This gives less weight to the short-wavelength
measurements. For the appropriateness of the rms devia-
tion of logl0 sensitivity from prediction as a criterion of
goodness of fit, see Ref. 68.

3. Results
CIEJ~dd 2° color-matching functions. Table 2 lists the
best-fitting linear combinations of the CIEJ~dd x, Y, and z
20 CMF's for the three types of fit (A-C) described above.
In descending order, aM to CL are the M-cone x, Y, and
z weights and the L-cone x, Y, and 2 weights, respectively.
The row labeled rms gives the root-mean-square error in
logl9 sensitivity for each fit. The column on the far right
is the Smith-Pokorny solution.6 To aid the reader in
making comparisons, we have normalized our solutions, so
that the weight on y is the same as for Smith-Pokorny.
This normalization also makes the sum of the M- and
L-cone sensitivities a rough approximation to the Judd-
Vos VA function.

Figure 3 illustrates the best-fitting linear combinations
given in Table 2. Figure 3(a) shows the best-fitting so-
lutions that describe our mean data adjusted to a peak
macular density of 0.35.

The three panels in Fig. 3(b) show the logarithmic dif-
ferences between the M-cone (dotted squares) or L-cone
(dotted circles) data and the best-fitting linear combina-
tions of x, y, and 2. Panels (A), (B), and (C) correspond to
the best-fitting solutions listed in columns (A), (B), and
(C), respectively, of Table 2. Panel (B) corresponds to the
fit shown by the curves and filled circles in Fig. 3(a).

Above 500 nm the residuals for all of the fits shown in
Fig. 3 are small (<0.04 logio unit). At shorter wavelengths
the fit to the data adjusted to a peak macular density of
0.50 is clearly better than the fits to the unadjusted data
or to the data adjusted to a peak macular density of 0.35.
This could mean either that macular density of 0.50 is in
fact typical and that the CIEJudd 20 CMF's are representa-
tive or else, as we have suggested above, that the CIEjudd 20

Stockman et al.



Vol. 10, No. 12/December 1993/J. Opt. Soc. Am. A 2499

(a)

?2
.5

- s

0o

1

0

-1

-2

-3

L-cone

400 450 500 550 600 650 700

Wavelength (nm)

(b)
(A) No macular density adjustment

r4
0

ICa.0

Qa

I)

-o

:0

0

0.

0.i

-0.

o M-cone
1 U L-cone

6 13
.0 8 a a

.7

400 450 500 550 600 650 700

(B) Data adjusted to peak macular density of 0.35

U.U

-0.1

4

0.1

0.0

0

I 0 0 O3 U 'D e '; 'W C)

00 450 500 550 600 650 70

(C) Data adjusted to peak macular density of 0.50

1- . A R C q' a
C)

-0.1 7

400 450 500 550 600 650 700

Wavelength (nm)
Fig. 3. (a) Best-fitting linear combinations of the CIEJdd , y,
and z 20 CMF's (continuous curves) that describe the adjusted
data of Fig. 2 (small filled symbols; large open symbols are data
before adjustment). (b) Logarithmic differences between the
best-fitting linear combinations of x, y, and z and our M-cone
(dotted squares) or L-cone (dotted circles) data with (A) no macu-
lar pigment adjustments, (B) data adjusted to a peak macular
density of 0.35; and (C) data adjusted to a peak macular density
of 0.50.

a X c r

observer is too insensitive in the region near 460 nm
where macular absorption is most prominent.

Stiles-Burchlaea 20 color-matching functions. Table 3
lists the best-fitting linear combinations of the Stiles-
Burch95 5 , g, and b 20 CMF's for the three types of fit.
The far-right column is the Vos et al.57 solution. Our so-
lutions have been normalized, so that the weight on g is
the same as for Vos et al.

Figure 4 illustrates the best-fitting linear combinations
tabulated in Table 3. Figure 4(a) shows the best-fitting
solutions that describe our mean data adjusted to a peak
macular density of 0.35. Panels (A), (B), and (C) of
Fig. 4(b) show the best-fitting solution listed in col-
umns (A), (B), and (C), respectively, of Table 3.

As in the case of the CIEJ~dd 20 CMF's, the residuals
at wavelengths greater than 500 nm in Fig. 4 are small
(<0.05 loglo unit). But at shorter wavelengths the fits to
the unadjusted data and to the data adjusted to a peak
macular density of 0.35 are now better than the fit to the
data adjusted to a peak macular density of 0.50.

We have already argued that the CIEJudd 20 standard
observer has artificially high macular pigment density
because of Judd's corrections to the CMF's (see above).
Yet how certain can we be that the lower, average macular
pigmentation of the 10 Stiles-Burch observers is typical
for a 20 field? It is reassuring that in a separate bright-
ness matching experiment, Stiles and Burch67 found that
the same 10 observers had short-wavelength sensitivities
comparable with those of 18 other observers who also were
tested. As Stiles and Burch observed, this makes it sta-
tistically unlikely that the 10 observers had exceptional
pigmentation.6 7 Our cone-sensitivity data support this
through their consistency with the Stiles-Burch955
20 CMF's.

D. Consistency with Protanopic and Deuteranopic
Spectral Sensitivities

1. Introduction
In this section we evaluate cone fundamentals based on
the CIEJudd 2° and the Stiles-Burch9 5 5 2° CMF's by com-
paring them with protanopic and deuteranopic spectral
sensitivities. We choose not to use the color-confusion
characteristics of dichromats in making these compari-
sons, because such data are strongly influenced by indi-
vidual differences in the prereceptoral absorption of the

Table 3. Linear Combinations of the Stiles-Burchl95 5 P, &, and b 20 CMF's Best Fitting Our Dataa

Macular Density Adjustments
Best-Fitting Parameters (A) None (B) Adjusted to Peak of 0.35 (C) Adjusted to Peak of 0.50 Vos et al.5 7

M-Cone
aM 0.042516 0.042955 0.043897 0.068090
bM 1.765640 1.765640 1.765640 1.765640
CM 0.171802 0.155559 0.128663 0.144690
rmsb 0.090062 0.081216 0.111832

L-Cone
aL 0.346373 0.348928 0.367282 0.355120
bL 1.219960 1.219960 1.219960 1.219960
CL 0.069698 0.067896 0.057294 0.072090
rmsb 0.094698 0.103592 0.111832

aThe coefficients am through CL refer to MA = aMF + bMR + CMb; LA = aLF + bL9 + CLb, where F, g, and b are the Stiles-Burch 2' CMF's.
bRoot-mean-square fitting errors in loglo sensitivity.

l l l l l l
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Fig. 4. (a) Best-fitting linear combinations of the Stiles-
Burch1955 r, g, and b 2 CMF's (continuous curves) that describe
the adjusted data of Fig. 2 (filled symbols). The open symbols
are the data before adjustment. (b) Logarithmic differences
between the best-fitting linear combinations of r, g, and b and
M-cone (dotted squares) or L-cone (dotted circles) data with (A) no
macular pigment adjustments, (B) data adjusted to a peak macu-
lar density of 0.35, and (C) data adjusted to a peak macular den-
sity of 0.50.

blue primary. Spectral-sensitivity data are less affected
by, and are more easily corrected for, individual variations
in prereceptoral absorption and can also be averaged
straightforwardly (unlike the chromaticity coordinates of
the confusion points frequently used to characterize
dichromatic vision, which cannot be meaningfully aver-
aged across observers).

2. Dichromat Spectral Sensitivities
For these comparisons we have replotted the protanopic
and deuteranopic spectral sensitivities of Pitt6 9 from
Table 4(5.14.2) of Ref. 48, of Hecht from Fig. 4 of Ref. 70,
of Willmer from Figs. 3 and 5 of Ref. 71, and of HIsia and
Graham from Table 1 of Ref. 72, as well as the spectral
sensitivities from Figs. 3 and 4 of a more-recent study by
Smith and Pokorny.6 The Smith-Pokorny mean data are

plotted with no macular corrections. This is equivalent
to an average peak macular density of approximately 0.35
(see above). We also show the average protanopic spectral
sensitivities (n = 2) and deuteranopic spectral sensitivi-
ties (n = 4) from the present study adjusted to peak macu-
lar density of 0.35.

In our study we were careful to minimize any S-cone
contribution by adding an auxiliary violet adapting field.
Such precautions were not generally taken in the older
studies. The data of Pitt6 9 and Hecht,7 0 which were ob-
tained with direct brightness matching, may be subject
to S-cone intrusion.73 The data of Willmer,7' which were
obtained in the tritanopic foveola with a 0.13'-diameter
target, and the data of Hsia and Graham,7 2 which were
obtained with a very brief, 4-ms, 0.70 -diameter flash, are
less likely to be influenced by S cones; but their data are
likely to show evidence of high macular pigmentation,
since both studies used test flashes much smaller than 20.
The most-useful data at short wavelengths are those of
Smith and Pokorny,6 because they were obtained in the
presence of a violet background so that the S cones were
supppressed and because the mean macular pigment den-
sity of the subjects is known. It is reassuring that, when
corrected to the same macular density values, the Smith-
Pokorny dichromat data and our own dichromat data
are similar.

Figures 5 and 6 reveal that the deuteranopes of Pitt and
of Hecht are significantly more sensitive in the blue and
violet than are the cone fundamentals based on either the
CIEJudd [Fig. 5(b)] or the Stiles-Burch 19 s [Fig. 6(b)]
20 CMF's and more sensitive than the deuteranopic
data of Smith and Pokorny and of the present study.
This increased sensitivity could be due in part to S-cone
intrusion.

3. CIEIdd-Based Cone Fundamentals
Three proposed cone fundamentals based on the CIEJudd
20 CMF's are shown in Fig. 5: those based on our data, on
the Smith-Pokorny6 estimates, and on the Vos-Walraven5 5

estimates.
Our CIEJudd-based cone fundamentals shown in Fig. 5

agree well with the Smith-Pokorny and the Vos-Walraven
fundamentals at wavelengths longer than 500 nm. In
that region the agreement between the dichromat spectral
sensitivities and the CIEJudd-based cone fundamentals is
extremely good. Below 500 nm, however, the three sets of
fundamentals differ substantially. At these wavelengths
the dichromat data favor our version of the CIEJudd-based
cone fundamentals. The sole exception is the data of Hsia
and Graham, which favor the Smith-Pokorny funda-
mentals; these data, however, were obtained with a small
0.70 field and so are likely to reflect a higher macular pig-
ment density than those for 20 fields. The Vos-Walraven
M- and L-cone fundamentals both seem far too insensitive
in the violet.

4. Stiles-Burch 195 5-Based Cone Fundamentals
Three candidate cone estimates based on the Stiles-
Burch1955 20 CMF's are shown in Fig. 6: those based on
our data, on the Vos et al. 7 estimates, and on the Estevez"8

estimates.
At short and middle wavelengths, our Stiles-Burchl955-

based fundamentals shown in Fig. 6 are in almost exact
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Fig. 6 are remarkably large, especially since the funda-
mental is reportedly based on data from protanopes.55

The Est6vez M-cone fundamental has had a long and
varied history. So far, it has appeared in three different
versions. In his Ph.D. dissertation Est6vez5 8 based his
first M-cone estimate on a protanopic confusion point of
r, = 1.100, gpc = -0.102, which is consistent with a neu-
tral point (for source B) of 495 nm. This first Estevez
M-cone fundamental is the one shown in Fig. 6(a). In
Ref. 48 Est6vez proposed a new protanopic confusion
point of r, = 1.025, gpc = -0.025, but unhappily the
Est6vez M-cone fundamental actually tabulated in
Table 3(8.2.5) of Ref. 48 and adopted by many more recent

700 investigators is quite inconsistent with that choice of con-
fusion point. [The M-cone fundamental that is tabulated
by Wyszecki and Stiles4 8 is similar at long wavelengths to
the Vos et al.5 7 estimate shown in Fig. 6(a).] The M-cone
fundamental corresponding to the (1.025, -0.025) confu-
sion point in Ref. 48 is tabulated by Stockman7 4 and by
Stockman and Mollon in Table Al of Ref. 3. Remarkably,
at long wavelengths this M-cone fundamental is nearly
identical to the estimate based on our spectral sensitiv-
ity data (see also Ref. 3, in which this fundamental is
compared with other spectral-sensitivity data). It seems
ironic that the only version of the Est6vez M-cone fun-

-4 0
400 500 600 700

Wavelength (nm)

Fig. 5. Comparisons of the CIEJidd-based cone fundamentals of
Vos and Walraven5 5 (short-dashed curves), Smith and Pokorny 6

(long-dashed curves), and the present study (solid curves;
column B of Table'2) with the dichromat data of Pitt6 9 (squares)
Hecht70 (triangles), Willmer7

1 (diamonds), Hsia and Graham H
(circles), and Smith and Pokorny6 (inverted triangles). The large
dotted circles are the mean protanopic and deuteranopic data
from the present study. (a) M-cone fundamentals and pro-
tanopes, (b) L-cone fundamentals and deuteranopes.

agreement with the Vos et al.5 7 fundamentals. The
Est6vez5 5 fundamentals are slightly less sensitive at short
wavelengths, yet all three sets of Stiles-Burchl 955-based
fundamentals fall within the range of the dichromat spec-
ctral sensitivities from short wavelengths up to nearly
600 nm. At longer wavelengths, however, there are large
discrepancies among the M-cone fundamentals. The
Est6vez M-cone fundamental is considerably more sen-
sitive than either our M-cone fundamental or the Vos
et al. M-cone fundamental. And, though it is closer to our
estimate, the Vos et al. M-cone fundamental, too, is signifi-
cantly more sensitive at longer wavelengths. The pro-
tanopic spectral sensitivities shown in Fig. 6 provide com-
pelling support for our M-cone fundamental: they are
clearly inconsistent with both the Vos et al. and the
Est6vez M-cone fundamentals. At long wavelengths, the
deuteranopic spectral sensitivities agree well with all
three Stiles-Burch 9 5 5 -based L-cone fundamentals, al-
though the Estevez L-cone fundamental, like his M-cone
fundamental, seems too sensitive.

The differences between the Est6vez M-cone funda-
mental and the protanopic spectral sensitivities shown in
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damental that is actually consistent with protanopic
spectral-sensitivity data was disowned by him in the note
added in proof in Ref. 75, p. 266, in which it is stated that
"O. Estevez has informed us that the protanopic confusion
loci on which his calculations were based are printed in-
correctly in [Ref. 48]." In that note a confusion point at
(1.0381, -0.0388) is introduced as the basis of the tables in
Ref. 48, but no empirical support for that choice of confu-
sion point (or for the corresponding tabulated values48 ) is
given there or elsewhere.

The smaller deviations in the case of the Vos et al.57

M-cone fundamental (which implies a protanopic confusion
point of r = 1.040, gpc = -0.040) are also curious, be-
cause Vos et al. chose this function specifically to fit pro-
tanopic spectral sensitivities (including the data of Pitt,69

Hecht,7 0 and Hsia and Graham72 shown here). Inspection
of Fig. 2 of Ref. 57 reveals that the protanopic data being
fitted all fall substantially (by as much as 0.2 logl0 unit)
below the fitted curve at long wavelengths. Clearly an-
other Stiles-Burchl9 5 5-based M-cone fundamental, for in-
stance the one proposed here, can provide a much better
fit to the data.

E. Consistency with Tritanopic Color Matches

1. Introduction
The small standard deviations of our measurements at
middle and long wavelengths (see Table 1) fix the relative
weights of the CIEJudd x and y 2 CMF's and the Stiles-
Burch 1955 and g 2° CMF's (see Tables 2 and 3) with some
precision. At short wavelengths, however, where the
CIEJudd 2 CMF and the Stiles-Burch 19 s5 b 20 CMF be-
come important, the standard deviations of our measure-
ments are relatively large, so that we cannot be as confident
of the best-fitting z and b coefficients. In this section we
optimize the z and b coefficients by making them consis-
tent with Wright's tritanopic color-matching data.76

Wright's data take the form of chromaticity coordinates
and luminosity functions for seven tritanopes measured
with use of a 1.330-diameter field. The tabulated tri-
tanopic CMF's, however, like the CMF's of the CIE, are
synthesized from the chromaticity coordinates and lumi-
nosity data. Thus we use only the chromaticity coordi-
nates in the following analysis. An advantage of using
WDW coordinates (named WDW after W D. Wright, who
devised them) is that they are independent of prerecep-
toral filters and intensity calibration errors that depend
on wavelength.

Modifying our cone estimates so that they are consis-
tent with tritanopic color matches is sensible only if the
tritanope has the normal's M and L cones but lacks the
normal's S cones. If this loss hypothesis of tritanopia is
correct, Wright's tritanopic chromaticity coordinates
should be predictable from the normal's M- and L-cone
spectral sensitivities or, if the cone sensitivities are un-
known, from the normal's CMF's (since the cone sensitivi-
ties are a linear combination of the CMF's). Alpern77

found that the tritanopic chromaticity coordinates of
Wright's subjects were poorly predicted by their confu-
sion loci and the CIE1931 (or CIEJudd) 2 CMF's. However,
Est6vez53 showed that Wright's tritanopic chromaticity
coordinates are more consistent with the Stiles-Burchl955
20 CMF's, suggesting that the loss hypothesis is valid but

that the CIE19 3 , 2° CMF's may be in error at short wave-
lengths. The following analysis is consistent with that
conclusion.

2. Methods
To refine our M- and L-cone fundamentals based on the
CIEJudd 20 CMF's at short wavelengths, we fixed the
weights of the x and the y CMF's given in column (B) of
Table 2 and independently varied the M- and L-cone
weights of the 2 CMF to find the best least-squares fit to
Wright's chromaticity coordinates. Similarly, to refine
our cone fundamentals based on the Stiles-Burch 1955
20 CMF's, we fixed the weights of the r and the g CMF's
given in column (B) of Table 3 and varied the weights of
the b CMF

3. CIEIdd-Based Fundamentals
Figure 7(a) shows the tritanopic chromaticity coordinates
for the 480-nm primary (gA) calculated from the CIEJudd-
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Fig. 7. Comparison of Wright's76 tritanopic gA coefficients (solid
curves) and predictions from (a) the CIEjdd-based M- and L-cone
fundamentals of Vos and Walraven55 (open squares), Smith and
Pokorny6 (open diamonds), and the initial estimate from the pres-
ent study [open circles; column (B) of Table 2] with (b) the Stiles-
Burch 19 55 -based cone fundamentals of Est6vez5 5 (open squares),
Vos et al.57 (open diamonds), and the initial estimate from the
present study [open circles; column (B) of Table 3]. The filled
circles show the effects of (a) modifying the CIEJudd cone fun-
damentals presented in column (B) of Table 2 by varying the 2
coefficient and (b) modifying the Stiles-Burch955 cone funda-
mentals presented in column (B) of Table 3 by varying the b co-
efficient to best describe the Wright coefficients (see text
for details).

0
O

Stockman et al.



Vol. 10, No. 12/December 1993/J. Opt. Soc. Am. A 2503

CE

-S
0.
bo

00

1

0

-I

-2

-3

-4
400 500 600 700

Wavelength (nm)

Fig. 8. Comparison of final Stiles-Burchl955-based cone fun-
damentals (solid curves; columns 2, 3, and 4 of Table 8 below)
with protanopic and deuteranopic spectral sensitivities from
Smith and Pokorny6 (triangles) and from the present study
(dotted circles).

based fundamentals of Smith and Pokorny6 and of Vos and
Walraven5 and from the cone fundamentals based on our
data adjusted to 0.35 peak macular density.

Though our candidate fundamentals of Table 2, col-
umn (B), and of Fig. 5 predict Wright's gA as well as do the
other fundamentals above 480 nm, they do poorly at short
wavelengths. The fit can be considerably improved by
adjustment of the coefficients defining our cone fun-
damentals, as shown by the filled circles. The re-
quired adjustments to the equations given in column (B) of
Table 2 are -0.006797z for the L-cone fundamental and
-0.0087182 for the M-cone fundamental. These reduce
the rms error from 0.055 to 0.018.

Our revised CIEJudd 2°-based fundamentals predict
Wright's chromaticity coordinates as well as (if not slightly
better than) do both the Smith-Pokorny and the Vos-
Walraven fundamentals. However, reducing the 2 coef-
ficients to improve the agreement with tritanopic color
matches has the unwanted effect of decreasing the sensi-
tivities of our M- and L-cone fundamentals at short wave-
lengths, taking the fundamentals farther away from the
protanopic and deuteranopic spectral sensitivities shown
in Fig. 5. Unfortunately, then, consistency with tritanopic
color matches is gained at the expense of consistency with
protanopic and deuteranopic spectral sensitivities.

The most noticeable feature of Fig. 7(a) is that none of
the M- and L-cone fundamentals based on the CIEJ5)dd
CMF's accurately predicts the tritanopic chromaticity co-
ordinates. Typically, Wright's gA is underestimated near
430 and 510 nm and overestimated near 460 nm. These
differences suggest an essential incompatibility between
tritanopic color matches on the one hand and the color
matches of the CIEJudd 20 standard observer (and matches
predicted by derivatives of the CIEJudd 20 observer, such as
the MacLeod-Boynton7" color space) on the other (see also
Alpern7 7 and Est6vez58 ).

4. Stiles-Burch 1955-Based Cone Fundamentals
Figure 7(b) shows the tritanopic chromaticity coordinates
predicted from the Stiles-Burch.195-based fundamentals
of Vos et al.57 and Est6vez5" and from the cone fundamen-

tals of column (B) of Table 3 and Fig. 6, based on our data
adjusted to 0.35 peak macular density. The fundamentals
of Vos et al. and Est6vez predict Wright's gA better than do
the fundamentals of column (B) of Table 3 below 480 nm.
However, the best-fitting adjustments to the b coefficients
given in column (B) of Table 3, though small (+0.005454b
for the L-cone fundamental and -0.011334b for the
M-cone fundamental), reduce the rms error from 0.039 to
only 0.007. The fit to Wright's data is now marginally
better than for either the Vos et al. or the Est6vez fun-
damentals. Clearly the Stiles-Burch 95 5 20 -based cone
fundamentals shown in Fig. 7(b) agree with Wright's tri-
tanopic color-matching data much better than do the
CIEJdd-based cone fundamentals shown in Fig. 7(a).

In Fig. 8 the revised cone fundamentals based on the
Stiles-Burch,9s5 20 CMF's, modified for consistency with
tritanopic color matches, are compared with the pro-
tanopic and deuteranopic data of Smith and Pokorny6 and
from our own study. We show only these two sets of data,
because in both studies the macular densities were mea-
sured, and S-cone intrusion was minimized by the use of
violet backgrounds. As in Figs. 5 and 6, the dichromat
data plotted in Fig. 8 are consistent with a peak macular
density of 0.35.

Adjusting the b coefficients to improve the consistency
of our candidate Stiles-Burchl9 5 5-based fundamentals with
tritanopic matches has the effect of slightly increasing the
short-wavelength sensitivity of the L-cone fundamental
and slightly decreasing the sensitivity of the M-cone
fundamental. The modified fundamentals still agree well
with the protanopic and deuteranopic spectral-sensitivity
functions. Thus the Stiles-Burch19 55 -based fundamentals
of Fig. 8 are consistent with tritanopic color matches as
well as with protanopic and deuteranopic spectral sensitivi-
ties. These revised fundamentals are specified and tabu-
lated in columns 2, 3, and 4 of Table 8 below, and we adopt
them as a basis for analysis in the remainder of this paper.

F Derivation of M- and L-Cone Fundamentals Based
on the CIEjdm and the CIE, 1 2° CMF's and on the
CIE1N 10° CMF's: How Consistent Are the Different
Sets of CMF's?

1. Introduction
In this section we derive the linear combinations of the
CIE1931 20 and the CIEJudd 20 CMF's that best fit the re-
vised cone fundamentals based on the Stiles-Burch19 5 5
20 CMF's (Fig. 8 and Appendix A). This is the best way to
reveal the nature and extent of any inconsistency between
these sets of CMF's. To allow for possible differences in
prereceptoral filtering, we also derive the best-fitting lin-
ear combinations of the CIE19 31 and the CIEJudd 20 CMF's,
also allowing lens and macular pigment densities to vary as
fitting parameters. We chose the revised Stiles-Burch95 5 -
based cone fundamentals of Fig. 8 and Table 8 below
(columns 2, 3, and 4), as the standard set of fundamentals
because of their consistency with deuteranopic and pro-
tanopic spectral sensitivities, with tritanopic color match-
ing, and with our own spectral-sensitivity data measured
in normals. The differences between the CIE1931 , the
CIEJ~dd, and the Stiles-Burch,955 20 CMF's have been ana-
lyzed by Smith et al,7 9 who concluded that the different
CMF's are essentially equivalent except for variations in
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prereceptoral absorption. To the extent that this is true,
the differences between our Stiles-Burchl9g-based cone
fundamentals and the linear combinations of the CIEJudd
or CIE9 3 , 2° CMF's that best describe them should disap-
pear if we allow for possible differences in lens and macu-
lar pigmentation.

Finally, we derive the linear combinations of the CIE1964
10° CMF's that best fit the proposed cone fundamentals
based on the Stiles-Burch,9 55 2 CMF's. The CIE1964
100 CMF's are based mainly on the 100 CMF's of Stiles
and Burch28 and to a lesser extent on the 100 CMF's of
Speranskaya.8 0 The 100 CMF's of Stiles and Burch, like
their 2 functions, have the advantage over the CIE 20
functions that they were measured directly and thus do
not depend on unnecessary photometric assumptions. We
expect the 100 CMF's to reflect a lower macular pigment
density than the 20 functions, since macular pigmentation
declines with eccentricity. Since Stiles and Burch in-
structed their subjects to ignore the central 1 or 2° of vi-
sion where macular density is greatest28 and Speranskaya
presented a 100 field with the central 2 removed,80 the
macular density for the 100 CMF's will be less than that
for a complete 100 field. We also expect the 100 CMF's to
reflect a narrowing of the cone spectral sensitivities, since
cones become shorter and broader with increasing eccen-
tricity,8 thus reducing the axial photopigment density in
the cone outer segment. After correction for only macular
and lens differences, the consistency between the CIE1964
100 CMF's and the Stiles-Burchgrz 20 CMF's is good.

The fits given in this section are useful also because
they yield candidate M- and L-cone sensitivities that are
based on the CIE93 , 2, the CIEJudd 2, and the CIE1964
100 CMF's instead of on the Stiles-Burch,95 2 CMF's.
These fits may be preferred in some cases because of their
ties to the functions customarily used in practical col-
orimetry, for instance, when cone excitations must be esti-
mated from the CIE9 3, 2° (x, y) chromaticity coordinates
or (, Y, Z) tristimulus values.

2. Methods
The fits were performed from 400 to 710 nm in 5-nm steps
and minimized the mean-squared logarithmic difference
between the functions. Thus the deviations expressed as
a proportion or percentage are given the same weight at
all wavelengths. For spectral lights, observed under
conditions in which Weber's law holds, this index of good-
ness of fit properly represents the visual significance of
the deviations.

For the reasons stated above, we carried out two types
of fit: (A) we fitted the Stiles-Burch 19 55-based cone fun-
damentals, with no macular or lens pigment adjustments;
and (B) we fitted the Stiles-Burch, 9 55-based cone funda-
mentals, with the macular and lens densities allowed to
vary in 0.01 steps as fitting parameters.

In addition, for the CIE1964 100 CMF's: (C) we fitted the
Stiles-Burchl9 r5 -based cone fundamentals, with the photo-
pigment, macular, and lens densities allowed to vary as
fitting parameters. To carry out fit (C), we first con-
verted the corneal Stiles-Burch, 9 0 2 0-based cone sensitiv-
ities to the photoreceptor level by removing the effects of
lens pigmentation and macular pigmentation. For the
prereceptoral filters we used the van Norren-Vos lens pig-
ment template (multiplied by 1.16 for a small pupil size)

and the Wyszecki-Stiles standard macular pigment tem-
plate. Assuming the axial photopigment density for the
20 Stiles-BurchI9 5 cone fundamentals to be 0.40, we next
calculated the absorbance spectrum for the photopigment
in question. From the absorbance spectrum, we could cal-
culate back to the corneal spectral sensitivity for any axial
photopigment density (see Subsection 3.H for more details
and a discussion of photopigment density estimates).

3. Results
Table 4 gives the linear combinations of the CIEJudd x, Y,
and 2 CMF's that best fit the proposed fundamentals
based on the Stiles-Burch,9 5 2 CMF's. The solutions
have been normalized, so that they coefficient is the same
as in Table 2. Column (A) lists the best-fitting linear
combinations of CIEJudd x, y, and z, with no macular or lens
density adjustments; these coefficients specify the CIEJudd-
based cone fundamentals that are optimally consistent
with the Stiles-Burchl955 -based fundamentals shown in
Fig. 8. Column (B) lists the best-fitting linear combina-
tions when optimal macular and lens density adjustments
to the CIEJudd cone fundamentals are permitted: the op-
timal adjustments are a reduction of 0.115 in peak macu-
lar density and a reduction of only 0.017 in lens density at
400 nm (as if the CIEJdd 20 observer had more macular
density and slightly more lens density than the Stiles-
Burch,9 55 2° observer). Smith et al.,7 9 however, concluded
that a reduction of 0.04 in peak macular density and an
increase in lens density of 0.35 at 400 nm is required for
making the CIEJdd 2 color-matching functions consis-
tent with the Stiles-Burch,9 5 0 20 CMF's. The differences
between these estimates are due in part to our adoption of
(1) van Norren and Vos's modification to the Wyszecki-
Stiles lens template and (2) Vos's modification to VA in
the extreme violet: if we repeat the analysis, using the
original CIEJudd 2 CMF's used by Smith et al.79 [from
Table 1(5.5.2) of Ref. 48] and the Wyszecki-Stiles lens
template, we find that the CIEJudd-based cone fundamen-
tals must be reduced in macular density by 0.13 at peak

Table 4. Linear Combinations of the CIEJudd
x, y, and z 2° CMF's That Best Fit the Proposed

Stiles-Burch19 55-Based Estimates of the
M- and L-Cone Sensitivities (Appendix A)Y

Best-Fitting Density Adjustments

Best-Fitting Parameters (A) None (B) Macular and Lensb

M-Cone
am -0.156007 -0.154721
bm 0.456840 0.456840
CM 0.034803 0.033515
rmsC 0.039294 0.022747

L-Cone
aL 0.099974 0.140664
bL 0.543120 0.543120
CL -0.018539 -0.028216
rmsc 0.037683 0.029959

aThe coefficients am through CL refer to MA = amx + bmy + cmZ;
LA = aLX + bLY + CL2, where x, y, and z are the Judd39 and Vos40 modified
CIE 20 CMF's and MA and LA are the linear combinations yielding the best
fits to the Stiles-Burchl 9 g5 -based cone fundamentals proposed in
Appendix A.

bReduction of 0.115 in peak macular density and 0.017 in lens density at
400 nm applied to the CIEJu1 dd 2° CMF's.

"Root-mean-square fitting errors in logle sensitivity.
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and increased in lens density by 0.31 at 400 nm for optimal
consistency with the Stiles-Burch 19 5 5-based cone fun-
damentals. Presumably the remaining difference in in-
ferred macular pigmentation arises because our fits were
to the logarithms of the M- and L-cone fundamentals,
whereas those of Smith et al. were to the logarithms of the
three CMF's transformed to a common set of primaries,
a procedure that introduces a somewhat arbitrary ele-
ment into the comparison that depends on the choice of
the primary wavelengths.

Figure 9(a) shows the difference in logl sensitivity
between our cone fundamentals based on the Stiles-
Burch955 2° CMF's and the best-fitting approximations
to them based on the CIEJudd 20 CMF's, both for the fits
made with and without the optimal macular and lens
density adjustments.

Without density adjustments, the differences between
the Stiles-Burchl9g5-based cone fundamentals and the
linear combinations of the CIEJUdd 20 CMF's that best de-
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Fig. 9. (a) Logso ratios of proposed Stiles-Burch 955 -based cone
fundamentals (columns 2, 3, and 4 of Table 8 below) to the linear
combination of the CIEJdd 20 CMF's that best describes them,
either with no macular and lens adjustments (dashed curves) or
with best-fitting macular and lens adjustments (circles). Upper
graph, M-cone fundamentals; lower graph, L-cone fundamentals.
(b) Loglo ratios of proposed Stiles-Burch,955-based cone fun-
damentals to the linear combination of the CIE1931 2° CMF's that
best describes them. Other details as in (a). (c) Logio ratios of
proposed Stiles-Burch,955-based cone fundametals to the linear
combination of the CIE1964 10° CMF's that best describes them,
with no macular and lens adjustments (dashed curves), with best-
fitting macular and lens adjustments (solid curves), or with best-
fitting macular, lens, and photopigment density adjustments
(circles).

scribe them are typically less than -0.1 logl0 unit. When
best-fitting macular adjustments are added, the differ-
ences are reduced, particularly in the case of the M-cone
fundamental, but systematic and visually significant
differences remain throughout the spectrum. Above
480 nm, these differences are similar (though not identi-
cal) for M and for L cones, suggesting that they could arise
because of photometric or radiometric inconsistencies be-
tween the two CMF determinations: between 540 and
640 nm, for example, the best-fitting CIEjudd 20 CMF's fall
slightly more steeply than the Stiles-Burch955-based cone
fundamentals. At shorter wavelengths, there are differ-
ences that follow a quite-different pattern for M than for
L cones. Notably, between 435 and 465 nm, the change in
the ratio of M- to L-cone sensitivity differs by -0.1 loglo
unit in the two cases. When arbitrary macular and lens
density adjustments are made, the differences between the
CIEJudd 2° and the Stiles-Burch955 20 standard observers
do not appear large in a direct comparison of the under-

:5

-.
Cs

A
0

ig

0

0

Ca

'9

N

0
.0

.)

0

Po
0

CU

Stockman et al.



2506 J. Opt. Soc. Am. A/Vol. 10, No. 12/December 1993

Table 5. Linear Combinations of the CIE9s
x, y, and z 20 CMF's That Best Fit the Proposed

Stiles-Burchl9 65 20-Based Estimates of the
M- and L-Cone Sensitivities (Appendix A)a

Best-Fitting Density Adjustments
Best-Fitting Parameters (A) None (B) Macular and Lensb

M-Cone
aM -0.151530 -0.150522
bM 0.456840 0.456840
CM 0.042963 0.036119
rmsc 0.056125 0.036886

L-Cone
aL 0.150241 0.159517
bL 0.543120 0.543120
CL -0.015598 -0.025780
rmsc 0.080911 0.041885

aThe coefficients a through CL refer to MA = amx + by + cmz;
LA = aLx + bLy + CL, where 2, y, and z are the CIE19 31 2 CMF's and MA
and LA are the linear combinations yielding the best fits to the Stiles-
Burchlan5-based cone fundamentals proposed in Appendix A.

bReduction of 0.020 in peak macular density and 0.57 in lens density at
400 nm applied to the CIE1931 2 CMF's.

'Root-mean-square fitting errors in logio sensitivity.

lying CMF's.7 9 Yet they imply essential differences in the
color matches of the two observers that are visually sig-
nificant and too large to be accounted for by individual
variability (see Fig. 1 of Ref. 67). This analysis therefore
provides, at best, qualified support for the conclusion of
Smith et al.79 that the differences between these CMF's
are due mainly to lens and macular pigmentation, espe-
cially since, when these comparisons are made, inappro-
priate ad hoc adjustments in assumed prereceptoral filter
densities can help to compensate for photometric or other
inconsistencies.

Table 5 lists the linear combinations of the CIE1931 x, Y,
and 2 CMF's that best fit our cone fundamentals based
on the Stiles-Burch9 55 2 CMF's. Column (A) specifies
the latter straightforwardly as a best-fitting linear com-

bination of x, y, and 2. The coefficients in column (A) are
the appropriate ones for estimating the cone excitations
when only the CIE1931 tristimulus values are available.
When macular and lens densities are allowed to vary as
fitting parameters [column (B)], the best fit is obtained by
reducing the peak macular density of the CIE193 2 ob-
server by only 0.02 at peak and lens density by 0.57 at
400 nm (this implies that the CIE193 2 observer has
approximately the same macular density but much more
lens density than the Stiles-Burch19 55 20 observer). As in
the case of the CIEJudd CMF's (see above), these values
agree only approximately with those of Smith et al.,79 who
concluded that an increase of 0.11 in peak macular density
and a reduction in lens density of 0.39 at 400 nm are re-
quired for making the CIE19 3 2 CMF's consistent with
the Stiles-Burch9 55 2° CMF's.

Figure 9(b) shows the difference in log1 sensitivity
between our Stiles-Burchlgrr5 -based cone fundamentals
and the best-fitting approximations to them based on the
CIE1931 20 CMF's. Without macular and lens adjustments,
the fits at short wavelengths are poor. Adding the best-
fitting macular and lens adjustments reduces the differ-
ences, but because the lens densities thereby attributed to
the CIE19 3 2 standard observer are unreasonably high,
the significance of this is questionable: presumably the
short-wavelength aberrations of the standard CIE192 4 lumi-
nosity function are due to photometric error rather than to
exceptionally high lens pigmentation. This comparison
indicates that the macular pigmentations of the CIE19 31 20
observer and of the Stiles-Burch,9 5 2 observer are simi-
lar, which supports the suggestion (above) that the increase
in effective macular pigmentation created by Judd's modi-
fication to the CIE19 3 2 observer may be inappropriate.

Table 6 lists the linear combinations of the CIE1964 xl0,
Yio, and Zio 100 CMF's that best fit our proposed Stiles-
Burch 1956-based cone fundamentals. Column (A) specifies
our 2 cone sensitivities as a best-fitting linear combina-
tion of 210, Y1o, and zlo. When macular and lens densities
are allowed to vary as fitting parameters [column (B)], one

Table 6. Linear Combinations of the CIE19 X, Clo, and lo 100 CMF's That Best Fit the Proposed
Stiles-Burch95 2-Based Estimates of the M- and L-Cone Sensitivities (Appendix A)a

Best-Fitting Density Adjustments
(C) Macular, (D) Luminance-Constrained

Best-Fitting Parameters (A) None (B) Macular and Lensb Lens, and Photopigment' Best Fit to (C)d

M-Cone
aM -0.158975 -0.161721 -0.163185 -0.163504
bM 0.456840 0.456840 0.456840 0.456840
CM 0.034339 0.034447 0.034074 0.033559
rmse 0.069234 0.015521 0.010756

L-Cone
AL 0.288707 0.176588 0.155200 0.140330
bL 0.543120 0.543120 0.543120 0.543120
CL -0.055388 -0.033326 -0.030040 -0.028803
rmse 0.038313 0.013883 0.008648

'The coefficients a through CL refer to MA ax + bylo + CM210; LA aLxiO + bLY10 + CL210, where elo, yio, and 0 are the 10 CMF's and MA and LA
are the linear combinations yielding best fits to the Stiles-Burchlm-based cone fundamentals proposed in Appendix A.

bIncrease of 0.195 peak macular density and reduction of 0.168 lens density at 400 nm applied to the CIEise4 CMF's.
'Best-fitting photopigment density adjustment from an assumed photopigment density of 0.40 in the 2 observer to 0.30 in the 10° observer and best-fitting

macular and lens density adjustments (an increase of 0.210 peak macular density and a reduction of 0.185 lens density at 400 nm applied to the CIEsse4 10°
CMF's).

dSensitivities best fitting column (C) with the constraint that their weighted sum be y1a (see text for details).
'Root-mean-square fitting errors in logio sensitivity.
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obtains the best fit by increasing the peak macular density
of the CIE1964 10° observer by 0.195 at peak (see also
Fig. 2.6 of Ref. 58) and reducing lens density by 0.168 at
400 nm (as if the CIE1964 100 observer had less macular and
more lens pigment than the Stiles-Burch955 2° observer).
When photopigment density as well as macular and lens
densities is allowed to vary as fitting parameters [col-
umn (C)], the best fit requires a reduction in photopigment
density for the CIE1964 100 observer from an assumed den-
sity of 0.40 for the Stiles-Burch955 20 observer to 0.30, an
increase in the peak macular density of the CIE964 10°
observer by 0.210 at peak, and a reduction in lens density
by 0.185 at 400 nm.

The coefficients in column (C) generate our best esti-
mates of the M- and L-cone sensitivities for a large (10°)
field. We calculated corresponding cone sensitivities for a
20 field from these large-field cone sensitivities by using
the estimated changes in macular density (from 0.28 to
0.70 times the Wyszecki-Stiles template) and photopigment
density (from 0.30 to 0.40) in going from a 100 to a 20 field.
These sensitivities are tabulated in columns 5, 6, and 7 of
Table A (see also Subsection 3.1 and Section 4 below).

Figure 9(c) shows the difference in logl6 sensitivity be-
tween the proposed Stiles-Burchl9 5 5-based cone funda-
mentals and the best-fitting approximations to them based
on the CIE96 4 100 CMF's. As expected, without macular
adjustments the fits at short wavelengths are poor. With
macular and lens adjustments the average (M + L) rms
deviations are reduced from 0.0538 to 0.0147. If we also
correct for changes in photopigment density, the rms de-
viation falls to 0.0097.

The adjustment of macular pigment density needed for
reconciling these two sets of CMF's is substantial, natu-
rally so in view of the difference in field size. Fortu-
nately, the 10 subjects who made the 20 matches also
participated in the 10° experiments, and comparison of
the 100 matches of those 10 observers and those of the re-
maining 39 observers in that investigation (as reported by
Stiles82 ) makes it clear that the 10 subjects did not differ
substantially from the others in macular pigmentation.
More troublesome is the indication (also reflected in Stiles's
analysis of the differences between the 100 matches) that
the 10 observers of the 20 study may have had less lens
pigmentation than the other 100 observers. This could
suggest that a small lens density correction might make
the Stiles-Burch 20 CMF's more representative. On the
other hand, it is reassuring that the short-wave luminosity
functions of the 10 observers of the 20 study agreed with
those of 18 other observers.67 Moreover, the results of
Smith and Pokorny6 with dichromats (see Fig. 8) suggest a
deviation in, if anything, the opposite direction.

G. S-Cone Sensitivity and Rod Intrusion in the
Stiles-Burch,95 5 2° Color-Matching Functions
Since the results considered thus far favor the Stiles-
Burch 95 5 20 CMF's as the basis for computation of the M-
and L-cone sensitivities, we now ask whether they can
also yield a plausible S-cone sensitivity. Stiles's V3 field
sensitivity 3 is probably the most-accurate psychophysical
estimate of the S-cone sensitivity obtained by chromatic
adaptation in normal eyes. The S cones are compara-
tively easy to isolate because they preserve their sensitiv-
ity well in the presence of long-wavelength adapting fields.

As shown in Fig. 10, this is reflected in the low field sensi-
tivity of 7r3 in the green-to-red spectral range, where its
sensitivity falls by more than a factor of 10 per 1000 cm-'
in wave number. Psychophysical test sensitivities for
S cones in the normal eye, for instance those found by
Stockman et al.,4 7 are quite consistent with the r3 field
sensitivity until M- and L-cones intrude, at wavelengths
longer than -540 nm. If 7r3 is an approximate measure
of S-cone sensitivity, it should be possible to fit it with an
appropriate linear combination of the Stiles-Burch 9 5 5
2° CMF's.

In the case of the S cones, however, no appeal to other
criteria, such as r3 or data from dichromats, is really nec-
essary for estimating the cone spectral sensitivity. The
trichromatic CMF's themselves provide evidence that one
cone type has negligible sensitivity in the yellow spectral
range (as well as at the red primary wavelength). In the
range 555-595 nm, the test light has to be mixed with a
small amount of the blue primary in order to match a suit-
able mixture of the red and green primaries; and, signifi-
cantly, the amount of blue primary required is simply
proportional to the amount of green primary. This is the
behavior expected if one of the cone types determining the
match is sensitive only to the blue and green primary
lights in the matching field and not to the red primary or
to the test lights because, in that case, the blue primary
(on one side of the field) must simply match the effect of
the green primary (on the other side of the field) for those
cones. The ratio of the energies of blue and green re-
quired for a match in this spectral range will therefore be
constant and will be inversely proportional to the cone
sensitivities for those two primaries. Thus one can con-
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Fig. 10. Comparisons among S-cone spectral-sensitivity esti-
mates. Psychophysical data: Stiles's 7T3 field sensitivity (filled
circles) from Table 2(7.4.3) of Ref. 48 and unpublished mean
5-Hz test sensitivities for two of our subjects (dotted circles);
details as for subject AS, 5-Hz data, Fig. 1 of Stockman et al. 47
S-cone fundamentals: Stiles-Burch,955-based estimate (long-
dashed curve) of Vos et al.57 CIEJudd-based estimate (short-dashed
curve) of Vos and Walraven55 and of Smith and Pokorny6; and
linear combination of the Stiles-Burch9 55 ,g and b 2° CMF's (solid
curve) that best fits 7r3 up to 565 nm; beyond 565 nm (dashed
extension of solid curve) the CMF's do not define S-cone sensitiv-
ity with useful precision. Monkey data: suction electrode
recordings (diamonds) from Baylor et al.,15 shifted 400 cm-' to
shorter wavelengths and corrected for macular and lens densities
and for axial photopigment density (see text).
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struct the entire spectral-sensitivity function simply by
combining the green and blue CMF's in that ratio. In the
Stiles-Burch9 55 20 CMF's the ratio of blue to green energy
is constant at -0.0157 for lights of 555-595 nm. The cor-
responding cone sensitivity, b + 0.0157g, is a good candi-
date S-cone fundamental inasmuch as it follows 7T3 quite
closely in the spectral range up to 550 nm. For the S-cone
fundamental, we chose a slightly higher coefficient of
0.0165g in order to fit 'r3 up to 565 nm: this choice mini-
mizes the mean-squared error in fitting the logarithm
of the 1r3 sensitivities over that range.

In contrast, most previous Stiles-Burchl 955-based S-cone
fundamentals, such as that of Vos et al.5 7 (our Fig. 10, long-
dashed curve) or Smith et al., 9 deviate implausibly both
from the data and from the expected shape for a visual
pigment absorption spectrum in the yellow-green (530-
570 nm) range. S-cone fundamentals based on the CIEJudd
20 CMF's such as those of Vos and Walraven55 or of Smith
and Pokorny' (our Fig. 10, short-dashed curve) show a
similar excess of sensitivity in this range (see also Fig. 9 of
Ref. 83) partly because the long-wavelength-spectrum
locus standardized by the CIE systematically avoids the
color-matching data on which it is based5

1'
59 : the result-

ing errors in the inferred S-cone sensitivity, though small
in linear terms, exceed a factor of 2 in the red-green spec-
tral range. Pugh and Sigel,6" however, proposed an S-cone
sensitivity similar to the present one, based on a fit to r3
with the Stiles-Burch CMF's.

In the yellow and orange (Fig. 10, dashed extension of
the continuous solid curve), the CMF's do not define the
S-cone sensitivity with useful precision for two reasons.
First, the S-cone excitations produced by these test lights
are close to the minimum detectable energies for the
S-cone system.8 48 5 Second, the derived sensitivity in this
range is a small difference between two approximately
equal measured quantities (0.165g and b, the value of b
being negative), so a small percentage error in either or
g can drastically alter the inferred sensitivity. Rather
than retaining the function derived from the CMFs in
this spectral range, it is much more reasonable for one to
suppose that the logarithm of S-cone sensitivity continues
to decline approximately linearly with wave number in the
way suggested by r3, by objective measurements of visual
pigment spectra, and by the electrophysiological action
spectra reported by Baylor et al. 5 With an appropriate
spectral shift (see Subsection 3.H below), the latter agree
well with the psychophysical data.

At still longer wavelengths, the amounts of blue required
in the matches increase again and become disproportion-
ate to the amounts of the green primary. This is not ex-
pected for a three-cone system, but, as Stiles has pointed
out,82 it is qualitatively understandable if rod intrusion oc-
curs, with an effect equivalent to adding some white light
to the half-field that contains the (scotopically dominant)
green primary. (The effect is greater in the red because
the scotopic contrast exhibited by the matching field in-
creases with increasing test wavelength, and the scotopic
field luminances are much less in the deep-red part of the
spectrum.) The energy of this equivalent added white
that is attributable to rod intrusion can be inferred from
the amount of excess blue required in the match, and the
values of g and r as well as b can be corrected for the intru-
sion by subtracting the tristimulus values of the equivalent

white from the (signed) CMF's if the green primary is
positive (in the opposite half-field from that of the test
light) or by adding them if it is negative.

By design, this correction makes the implied S-cone
sensitivities at long wavelengths small. The effect of the
correction on the M- and L-cone sensitivities depends on
the assumed color of the scotopic white, but fortunately it
is small in any case. The only potentially significant
effect is a reduction in the M-cone sensitivity in the deep
red, and even this is practically negligible (less than
0.05 logl, unit) for wavelengths less than 700 nm. More-
over, corrections based on the added-white model (whether
it is an equal-energy white or, for example, an equal-
quanta-per-unit-wave number white) appear excessive in
that they implausibly distort the M-cone sensitivity be-
yond 720 nm and eliminate the reversal of the spectrum
locus at long wavelengths. Presumably the effect of rod
excitation in the 2 field is more akin to the addition of a
distinctly bluish stimulus than to the addition of a white.
We therefore have not felt the need to incorporate any rod-
intrusion correction in the figures or tables of this paper.

H. Comparisons of Psychophysically Derived
Measurements with Microspectrophotometric and
Electrophysiological Measurements

1. Introduction
The psychophysically derived M- and L-cone fundamentals
can be compared with objective measurements of single-
cone outer segments obtained either by MSP or by suction
electrode recordings.

In MSP one compares the spectral transmission of a
small measuring beam (passing transversely through the
outer segment of a single cone) with that of a reference
beam (passing outside the cone) to derive the absorption
spectrum of the outer segment (Ref. 86, for example).
Microspectrophotometric measurements, however, are sub-
ject to systematic distortions that are due to wavelength-
dependent factors such as light scattering, absorption by
substances other than visual pigment (including photo-
products), and focusing errors.8 7 Many of these problems
can be avoided or reduced if, instead of an absorption
spectrum, an action spectrum is measured. This is ac-
complished in suction electrode recordings, in which a
single human or primate cone outer segment is drawn
inside a small glass electrode and its electrical response
to lights of different wavelength recorded (for example,
Refs. 15 and 88).

Both the suction electrode and MSP measurements,
however, have employed light stimuli that were passed
transversely through the outer segment rather than ax-
ially as in normal vision. This introduces two difficulties.
First, it is not clear how the interaction between light and
the photoreceptor modifies the axial action spectrum.
Second, the axial visual pigment density is much higher
than the transverse density. Thus, relative to the trans-
verse spectral-sensitivity measurements, the axial spectral
sensitivity is broadened by self-screening.

2. Methods
The corneal spectral sensitivities were constructed from
the low-density suction electrode action spectrum, or the
MSP absorbance spectrum AA, as follows. First, the ac-
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tual fraction of incident light absorbed by the photorecep-
tor for axially incident lights of different wavelength (the
absorption spectrum JA) was determined; this fraction de-
pends on the peak axial optical density D of the photo-
pigment in the outer segment. J is related to D and to AA
by the following equation (see Knowles and Dartnall,8 9

p. 56), which implies a broadening of the absorption spec-
trum relative to the low-density absorption spectrum
when the density D becomes sufficiently high:

JA = 1 - 1 0 -DA,.

Second, we derived the corneal sensitivity from the ab-
sorption spectrum (JA) by allowing for prereceptoral fil-
tering. The densities that we assumed were 100% of the
van Norren-Vos lens pigment density for a small pupil
(1.68 at 400 nm) and 70% of the Wyszecki-Stiles macular
pigment (0.35 peak).

The value of D required for conversion from the ab-
sorbance to the absorption spectra is uncertain. Evi-
dence about D can be obtained by a comparison of spectral
sensitivity or color matching when the concentration of
the photopigment is dilute to when it is in its normally
high concentration. This evidence can be collected psy-
chophysically by a comparison of data obtained (i) under
bleached versus unbleached conditions or (ii) for obliquely
versus axially presented lights. Data can also be obtained
(iii) objectively by MSP or by retinal densitometry.

(i) Bleaching. In seven color-normal observers the
changes in color matches accompanying bleaching indi-
cated a mean photopigment density of 0.51.90 In a single
normal observer, Terstiege9 ' obtained differences that
were consistent with a higher photopigment density of 0.7-
0.9, and, also in a single observer, Wyszecki and Stiles9 2

found differences that suggested lower-density values of
0.44 for the L cones and 0.38 for the M cones. Two stud-
ies used dichromatic observers. Miller9 3 estimated the
density for the deuteranope to be 0.5-0.6 and that for the
protanope to be 0.4-0.5, and Smith and Pokorny9 4 found
mean photopigment densities of 0.4 for four deuteranopes
and 0.3 for three protanopes. Recently Burns and Elsner
suggested mean photopigment densities of 0.48 for the
L cones and only 0.27 for the M cones of six observers (see
Table 1 of Ref. 95).

(ii) Oblique presentation. The change in color of mono-
chromatic lights when they are obliquely incident upon the
retina can be well described by a self-screening model in
which the effective photopigment density is less for oblique
incidence (but see Ref. 96). Such analyses have yielded
higher estimates of photopigment density of between 0.69
and 1.0,9798 generally for a 10 field.

(iii) Objective measures. MSP suggests a specific den-
sity in the macaque of 0.015 ± 0.004 Am` for the M cones
and 0.013 ± 0.002 Am` for the L cones.8 6 If we assume a
foveal-cone outer segment length of 35 ,m, 8

1 these values
give axial photopigment densities of approximately 0.5 (see
also Ref. 14). Retinal densitometry gives a density value
of 0.35 for the M cones99 and 0.41 for the L cones.'00 "0'

With the exception of the results obtained by Terstiege,9 '
bleaching measurements yield mean density values in the
range 0.3-0.6, Stiles-Crawford analyses in the range 0.7-
1.0, and objective measures in the range 0.35-0.50. We
have decided to base our estimate of D mainly on the

bleaching and objective measures and so choose a value of
0.40. There is clearly a good deal of uncertainty in the
choice of D. On the basis of the available evidence, values
much lower than 0.35, such as the value of 0.27 assumed
by Baylor et al., 5 seem implausible, but for completeness
we also consider the photopigment density of 0.27 in our
comparison with suction electrode data.

The bleaching data reviewed above suggest a lower den-
sity for M than for L cones. But the other evidence con-
tradicts this. Notably, with oblique presentation, spectral
lights of 548 nm (±5 nm standard error of the mean) re-
tain the same appearance when obliquely incident upon the
retina, while longer wavelengths appear redder and shorter
ones greener.9 5 "02 '04 If we assume that the M- and L-cone
densities are the same at the invariant wavelength, as the
self-screening model requires, this means that the peak
densities must be similar, or at any rate not substantially
greater for the L than for the M cones (DL = DM - 0.04 ±
0.026 standard error of the mean). A similarity in peak
photopigment densities is also supported by MSP."6

Further evidence on this point comes from the comparison
between large-field and small-field CMF's: when we re-
peated the analysis shown by Fig. 9(c), allowing indepen-
dent variation of visual pigment density for M and L cones,
the required density changes with field size were not sub-
stantially different.

If short-wavelength-absorbing photoproducts are reduc-
ing the densities inferred from the bleaching experiments,
they would do this more for the M than for the L cones,
and this could explain the discrepancy. We therefore as-
sume the M- and L-cone densities to be the same.

3. Results
Figure 11(a) shows the human MSP data of Dartnall et al.12

(from their Table 2) and the rhesus monkey MSP data of
Bowmaker et al. 6 (from their Table 4). Both sets of data
are adjusted to a peak photopigment density of 0.40 and
are corrected for lens pigment (1.68 at 400 nm) by use of
1.16 times the van Norren-Vos44 (open pupil) template, and
for macular pigment (0.35 at peak) by use of the standard
Wyszecki-Stiles48 templates (see above). The continuous
curves are our cone fundamentals (see columns 2, 3, and 4
in Table 8 below) given as quantal sensitivities.

The agreement between the human MSP data and our
cone fundamentals is notably poor, particularly for the
M-cone data. Discrepancies of this magnitude sug-
gest that MSP is of little value in defining cone spectral
sensitivities.

Figure 11(b) shows the cynomolgus monkey suction
electrode recordings of Baylor et al. 5 (from their Table 1)
adjusted to a peak photopigment density of either 0.40 or
their assumed density of 0.27 and corrected for the lens
and macular pigment densities (see Subsection 3.H.2).
Again, the continuous curves are the cone fundamentals
of Table 8, expressed on a quantal basis.

The monkey suction electrode spectra are closer to our
fundamentals than are the human MSP spectra. Never-
theless, the suction electrode spectra adjusted to a peak
photopigment density of 0.27, the value derived by Baylor
et al. 5 from their comparisons with CMF's, are broader
than our cone fundamentals at long wavelengths. In con-
trast, at short wavelengths the macular and lens adjust-
ments bring the monkey suction electrode data tolerably
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Fig. 11. Comparisons of proposed Stiles-Burch 9 55-based cone
fundamentals (solid curves, from Appendix A) and MSP and suc-
tion electrode spectra. (a) Human MSP data (circles) from Table
2 of Dartnall et al.'2 atid rhesus monkey MSP data (open squares)
from Bowmaker et al.,8 8 both adjusted to a peak photopigment
density of 0.40 and corrected for typical lens and macular pig-
mentation (see text). (b) Cynomolgus monkey suction electrode
spectra from Baylor et al.,'5 adjusted to a peak photopigment den-
sity of 0.40 (open squares) or 0.27 (filled squares), and corrected
for typical lens and macular densities.

close to our fundamentals; this sustains the assumption
that the macular and lens pigment densities in the Stiles-
Burch9 55 2 observer are not atypical.

The peak photopigment density of 0.27 chosen by Baylor
et al."' is almost certainly less than the true optical den-
sity of the photopigment in cone outer segments of the
central 2 of vision. The value of 0.40 has much better
experimental support (see above). With this optical den-
sity, the M- and L-cone suction electrode spectra are too
broad to describe our cone fundamentals at long wave-
lengths; they are also too broad to account for (1) our own
psychophysical data from dichromats and normals,
(2) most other dichromat data (see Figs. 5 and 6), and
(3) the CIEJudd-based cone fundamentals derived by Smith
and Pokorny 6 and by Vos and Walraven. 55

How can this apparent inconsistency be understood?
One possibility is that macaque and human pigments are
not the same.'0 5 "06 Alternatively (or in addition), a more-

elusive factor may be at work. Light is transmitted along
the photoreceptor in patterns called waveguide modal pat-
terns (see Fig. 6 of Ref. 107). The fraction of the power of
each modal pattern that is transmitted inside the photo-
receptor to its power outside the photoreceptor decreases
with the wavelength of the incident light, so that, in prin-
ciple, the structure of the photoreceptor can change its
spectral sensitivity (see, for example, Refs. 98 and 108-
110). It is difficult to know precisely how waveguide
factors will influence the spectral sensitivity for axially
incident light in the human fovea, since many of the rele-
vant quantities, such as the refractive indices inside and
outside the cone outer segment, are uncertain. If we as-
sume values of 1 Am for the diameter of a human foveal-
cone outer segment8l and 1.39 and 1.35, respectively, for
the refractive indices inside and outside the cone outer seg-
ment (Fig. 6.11 of Ref. 110), standard formulas [Eq. (7a)
and Fig. 9 of Ref. 109] suggest a loss of spectral sensitivity
for mode li (the most important mode for axially incident
light) of -0.2 loglo unit for red light relative to violet. Ad-
justments of this magnitude would bring the suction elec-
trode monkey data and the cone fundamentals shown in
Fig. 11(b) into much closer agreement, without the need
for spectral shifts. Although we cannot be certain of the
importance of waveguide factors, it is clear that the inter-
action between the photoreceptor and the incident light
must be considered in any reconstruction of the axial
spectral sensitivity from transverse measurements (see
Ref. 110, Sec. 6.4.3).

In the case of the S cones, there is a more-pronounced
mismatch between macaque electrophysiology and human
psychophysics. With our standard corrections (0.35 peak
macular density, 1.68 lens density at 400 nm, and 0.40
photopigment density), a shift of 400 cm-' or -8 nm to
shorter wavelengths is required for bringing the macaque
data (open diamonds, Fig. 10) into agreement with the hu-
man psychophysical estimates. In this case, the evidence
from MSP supports a difference of this magnitude be-
tween the macaque and the human S-cone pigments.'2""

I. Action Spectra of the Cone Photopigments
After correction for prereceptoral filtering and adjust-
ment to an infinitely low photopigment density, candidate
cone fundamentals must yield plausible cone photopigment
action spectra.

Figure 12 shows action spectra derived from the cone
fundamentals based on the Stiles-Burch9 5 2 CMF's (col-
umns 2, 3, and 4 of Table 8 below) by assuming 1.16 times
the van Norren-Vos44 lens pigment density template (i.e.,
their standard, open-pupil template adjusted for a small
pupil), 0.70 times the Wyszecki-Stiles"8 macular pigment
template, and a photopigment density of 0.40 (see above).
Though it is not ideal (see below), the van Norren-Vos lens
template, based on the differences between the scotopic
luminosity function and the rhodopsin photopigment spec-
trum, was clearly preferable to the Wyszecki-Stiles lens
template, which generated action spectra with a marked
discontinuity in the violet.

It can be seen that there are small irregularities in the
action spectra, especially in the case of the S-cone spec-
trum at short wavelengths; these may reflect experimental
error in the pilot Stiles-Burch955 2 data.

Figure 13 shows cone action spectra derived from the

. . . . . . . . . . . . .
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Fig. 12. S-cone (triangles), M-cone (squares), and L-cone (circles)
action spectra derived from the cone fundamentals based on the
Stiles-Burch, 9 55 2° CMF's (Table 8 below) by assuming 1.16 times
the van Norren-Vos (open pupil) lens pigment template, 0.70 times
the Wyszecki-Stiles macular pigment template, and a photopig-
ment density of 0.40.
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Fig. 13. S-cone (triangles), M-cone (squares), and L-cone (circles)
action spectra derived from the cone fundamentals based on the
CIE19 64 100 CMF's [column (C) of Table 6] by assuming 1.28 times
the van Norren-Vos (open pupil) lens pigment template, 0.28
times the Wyszecki-Stiles macular pigment template, and a
photopigment density of 0.30.

cone fundamentals based on the CIEg64 100 CMF's [col-
umn (C) of Table 6] by assuming 1.28 times the
van Norren-Vos lens pigment template, 0.28 times the
Wyszecki-Stiles macular pigment template, and a photo-
pigment density of 0.30. These are the values that opti-
mize the consistency between the 20 and the 100 CMF's
[see Table 6 and Fig. 9(c)].

The CIE1964 100 S-cone fundamental used to derive the
action spectrum shown in Fig. 13 was chosen in a fashion
similar to that for the proposed 20 S-cone fundamental
(see above). The 1964 z10 function can hardly be an accu-
rate representation of the S-cone sensitivity in a 100 field:
it is broader than the 20 S-cone function shown in Fig. 10
(perhaps for consistency with the CIE 1931 z function)
and shows an inflection to accommodate its increased

sensitivity in the green before being artificially truncated
in the yellow. Fortunately, the 100 data of Stiles and
Burch, like their 2 data, show proportionality between
the energies of the blue and green primaries in the yel-
low-green; the suggested ratio of green primary to blue
primary is -0.0105 (rather than 0.0165 for their 20 CMF's),
consistent with the expected effects of reductions in
macular and visual pigment density. (The CIE1964 210

differs considerably from the data of Stiles and Burch
in this range, probably because of rod intrusion in the
Speranskaya data, which were collected at lower intensi-
ties.) We adopted as the 100 S-cone spectral sensitivity
the linear combination of Xo, Yio, and 21o coefficients that
best described b + 0.0105g in the range from 390 to
540 nm, where b and R are the Stiles-Burch 100 CMF's.
The fit minimized the mean-squared logarithmic differ-
ence between the functions. The best-fitting coefficients
wereO.040557xl,, -0.019683ylo, +0.486195z10. Thesepro-
vide a plausible estimate of the S-cone spectral sensitivity
up to 520 nm, at which point data and curve are both al-
ready decreasing exponentially with wave number. Be-
yond 520 nm the decimal logarithm of the S-cone spectral
sensitivity (adjusted to unity peak) can be extended with
the following exponential, which has the same gradient as
the function used to extend the 20 S-cone fundamental:
10402.1/A - 21.7185 (where A is in nanometers).

The S-cone action spectrum in Fig. 13 has a pronounced
short-wavelength hump peaking at -410 nm. This hump
is unlikely to reflect the true pigment shape and must
therefore reflect errors either in the CIE1964 100 CMF's or
in the macular pigment or the lens pigment density spec-
tra used to calculate the pigment curves. If we assume
that the CIE196 4 CMF's are correct, the most likely source
of error at such short wavelengths is the lens spectrum,
especially since the results shown in Fig. 9(c) support the
correctness of the macular pigment template adopted
from Wyszecki and Stiles.4 8 We therefore adjusted the
standard lens pigment template of van Norren and Vos4"
in order to improve the shape of the cone action spectra.
Two procedures were used.

In the first procedure, A, we adjusted the van Norren-
Vos lens template to smooth both the 2°- and the 100-based
cone fundamentals. Figure 14 shows the resulting CIE1964
100-based spectra and the Stiles-Burch95 5 20 -based spec-
tra. The lens adjustment is shown as Adjustment A in
Fig. 16 below. As expected from Fig. 9(c), the 2°- and the
100-based M- and L-cone spectra agree remarkably well.
But, although the overall agreement between the two
S-cone spectra is good, small differences remain that
cannot be removed by prereceptoral filter adjustments.
These differences are due, in part, to the irregularities in
the 20 function.

In the second procedure, B, we adjusted the lens tem-
plate shape to smooth only the 100 -based cone photo-
pigment action spectra, thus ignoring (on the grounds of
their reduced reliability) the 20 spectra. We chose the ad-
justments to minimize the differences between the S-cone
action spectrum and the L- and M-cone spectra when they
were shifted to superimpose upon a logio-wavelength plot.
This method depends on the assumption that the spectra
are approximately shape invariant when the appropriate
scale is used (see, for example, Refs. 53 and 54).

Figure 15 shows the CIE196 4 100-based spectra derived
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Fig. 14. Cone action spectra derived from the cone fundamen-
tals based on the Stiles-Burch,905 20 CMF's (symbols) and CIE1%4
10° CMF's (curves). Details as in Figs. 12 and 13, except that
Adjustment A (see Fig. 16 below) was made to the van Norren-Vos
lens pigment template.
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Fig. 15. Cone action spectra derived from the cone fundamentals
based on the CIE1964 100 CMF's (symbols). Details as in Fig. 13,
except that Adjustment B (see Fig. 16 below) was made to the
van Norren-Vos lens pigment template. The S-cone pigment
curve is shown shifted laterally to align with the M- and L-cone
curves (solid curves).

by use of the adjusted lens pigment. The S-cone action
spectrum is shown shifted laterally to align with M- and
L-cone curves. With this correction to the van Norren-
Vos lens template, which is shown as Adjustment B in
Fig. 16, the action spectra are very similar. (In Figs. 14
and 15, a small adjustment of < ±0.023 in density was
made to the Wyszecki-Stiles template shape in the region
between 490 and 520 nm. This has the effect of remov-
ing the small irregularity in the 20 and 100 pigment curves
that can be seen in Figs. 12 and 13 at -510 nm.)

Lens adjustments A and B shown in Fig. 16 are very
similar. Both adjustments yield a convincing rhodopsin
action spectrum when used to correct the scotopic VA lumi-
nosity function to the photoreceptor level. Because of its
consistency with the 100 cone fundamentals and the regu-
larity of the resulting pigment template, we favor Adjust-

ment B over A. The open-pupil lens pigment densities
based on Adjustment B applied to the van Norren-Vos lens
template are given in Table 7.

Even with the adjusted lens template, the shape invari-
ance represented in Fig. 15 is only approximate, since
the L-cone shape is slightly broader than either the M- or
the S-cone shapes. Yet this difference is increased if
Barlow's'1 2 fourth-root-of-wavelength scale is used instead
of log wavelength; and the use of a wave-number scale pro-
duces opposite but larger mismatches in width. Thus the
CIE1,4 CMF's suggest that, of these three scales, the log
wavelength scale gives the best approximation to shape
invariance.

Since the action spectra derived from the 2 and the
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Fig. i6. Upper panel, Comparison of the Wyszecki-Stiles lens
pigment template (solid curve), the van Norren-Vos template
(open circles), and two adjustments to the van Norren-Vos
template. Lower panel, Comparison of adjustments to the
van Norren-Vos lens pigment template. Both panels: Dashed
curve, Adjustment A; filled circles, Adjustment B. All templates
shapes are for a small pupil.

Table 7. Proposed Lens Pigment Densities for a
Standard Observer with a Completely Open Pupil'

Wavelength (nm) Density

390 2.069
395 1.711
400 1.397
405 1.127
410 0.905
415 0.724
420 0.582
425 0.480
430 0.403
435 0.338
440 0.289
445 0.250
450 0.224
455 0.207
460 0.194

aFor a small pupil, multiply the densities by 1.16; for densities at A >
460 nm, use Table II(2.4.6) of Ref. 48. The tabulated densities are based
on Adjustment B to the van Norren-Vos lens pigment template shape."

. - w
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Fig. 17. Upper panel, Comparison of the CIEjudd-based 2 cone
fundamentals of Smith and Pokorny6 (curves) and the proposed
fundamentals based on the Stiles-Burchig5 2 CMF's (circles)
given in columns 2, 3, and 4 of Table 8 below. Lower panel, Dif-
ferences between the M-cone (dashed curves) and the L-cone
(dotted curve) fundamentals.

100 CMF's are virtually indistinguishable except in the
far violet part of the spectrum, we propose an alternative
specification of the 20 cone fundamentals that is based not
on the Stiles-Burch. 9 s5 20 CMF's but instead on the
CIE, 64 100 CMF's. There are several advantages in doing
this:

1. The 100 CMF's are based on data obtained from many
more individuals than are the 20 CMF's and are therefore
likely to be more representative of the average population.

2. The 20 CMF's are recognized as pilot data, whereas
the 100 CMFs are an internationally accepted standard.

3. The use of the 100 CMFs to derive the 2° cone fun-
damentals removes minor imperfections in the funda-
mentals that are traceable to the 20 CMF's and that are
probably due to experimental error.

To derive the 20 fundamentals from the 100 CMFs, we
started with the 10° cone fundamentals [column (C) of
Table 6] and corrected them to action spectra by using the
values referred to above (1.28X lens and 0.28X macular
density and a photopigment density of 0.30). We then re-
calculated the corneal cone spectral sensitivities by re-
versing the calculation and using the same lens density but
20 density values for the other parameters (0.70X macular
density and a photopigment density of 0.40). The result-
ing sensitivities are tabulated in columns 5, 6, and 7 of
Table 8 below. The only substantial and systematic
discrepancies between these and the sensitivities of
columns 2, 3, and 4 are in the far violet, where the sensi-
tivity is lower for the CIE96 4 observer. This is due in
part to a slightly higher lens density in the average CIE 964

observer than in the Stiles-Burch9 5 5 observer (see above).
Here the 20 cone fundamentals based on the Stiles-
Burch1955 CMFs are intermediate between those based on
the CIE 96 4 and those based on the CIEjudd CMF's.

4. DISCUSSION
The proposed new sets of fundamentals based on either
the Stiles-Burchl955 20 CMF's or the CIE1964 100 CMF's are
consistent with each other, with protanopic and deutera-
nopic spectral sensitivities, with tritanopic color matches,
and with the isolated cone spectral sensitivities of normal
observers. The differences between the proposed cone
sensitivities and those of Smith and Pokorny,5 illustrated
in Fig. 17, are small enough to be colorimetrically insig-
nificant in most situations in which only broadband spec-
tra are of interest but big enough to alter materially the
predicted visual effects of spectral or narrow-band stimuli.
The Stiles-Burch955- or the CIE1964-based M- and L-cone
sensitivity curves have a shallower peak: spectral sensi-
tivity in the orange is greater by 10-15% or 0.05 logl0 unit
(relative to the spectral peak), while in the blue, near
460 nm, it is greater by -50o. Another substantial dif-
ference appears in the deep red, where the rate at which
sensitivity drops is greater for the Stiles-Burch955 - or
the CIE196 4-based cones by approximately a factor of 2
per 100 nm.

The above differences follow a fairly similar pattern for
M and L cones and could be attributable to calibration or
photometric error. But there are also minor, colorimetric
differences: the proposed S-cone-sensitivity curve is
lower by a factor of 2 in the green (see Fig. 10), a differ-
ence not closely paralleled by differences in the other cone
sensitivities; and the proposed M- and L-cone sensitivities
maintain a more-constant ratio below 490 nm. The latter
difference illustrates how even a small change in the as-
sumed cone sensitivities can have theoretical conse-
quences: the suggestion that the L cones have a greater
density of macular pigmentation than the M cones6 derives
from shape differences that are mostly specific to the
CIEJudd-based sensitivities.

A. Dichromacy As a Reduced Form of Normal Vision
Our test sensitivity measurements show that, under suit-
able regimes of chromatic adaptation, the normal's spectral
sensitivity can become protanopic or deuteranopic. This
gives further support to the loss hypotheses for protanopia
and deuteranopia and supports the use of dichromatic data
in the derivation of the normal cone sensitivities. The
test spectral sensitivities from dichromats and normals
are narrower than Stiles's IT4 and ir5 field sensitivities (see
also, for example, Refs. 13 and 113) or than the sensitivi-
ties from MSP [see Fig. 12(a)]. It might be possible to
suppose that the cones of normal observers have the broad
spectra indicated by MSP and that the spectrally narrow
sensitivities found under cone-isolation conditions are due
to inhibitory interactions (but see Ref. 4), but this could
not explain the finding of equally narrow spectral sensi-
tivities in dichromats.

B. Choice between 20 Color-Matching Functions
At middle and long wavelengths, our spectral-sensitivity
data are fairly consistent with both the Stiles-Burchb9 55

and the CIEJusd 20 CMF's and do not usefully distinguish
between them. At short wavelengths, much depends on
what the typical macular pigmentation for a 20 field is
assumed to be. If a peak macular density of 0.35 (at
460 nm) is assumed, our adjusted data are more consis-
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tent with the Stiles-Burch 95 2 CMF's. Yet, if a peak
macular density of 0.50 is assumed, our adjusted data are
more consistent with the CIEJUdd 2 CMF's. We believe
that the evidence discussed above (in particular, the macu-
lar density measurements of Smith and Pokorny6 and of
the present study) points to the lower peak density of 0.35
as being typical for a 2° field. Thus we favor the Stiles-
Burchl9 55 20 CMF's. As Stiles and Burch noted,67 it is sta-
tistically unlikely that the subjects in their 20 study (along
with the 18 other subjects shown to have similar spectral
sensitivity) have atypical macular density. Comparison
of the 100 CMF's of the 10 observers who participated in
the 2 study with the larger group investigated later is
quite reassuring on this point. In contrast, the apparent
macular density of the CIEJudd 2 observer may be inflated
by the corrections made to the faulty CIE1924 VA function
by Judd.3 967

Most other evidence also supports the choice of the
Stiles-Burchl 95 5 2 CMF's over the CIEJdd 2 CMF's. To
summarize: (1) the Stiles-Burch9 5 5 2 CMF's were mea-
sured directly and do not depend on unnecessary photo-
metric assumptions; (2) the Stiles-Burch95 5 2 CMF's are
more consistent with tritanopic color matches, and those
Stiles-Burch 95 5 -based cone fundamentals that are con-
sistent with tritanopic color matches are also consistent
with deuteranopic and protanopic spectral sensitivities;
(3) the Stiles-Burchl9 55 2 CMF's are more consistent with
the CIE1964 100 CMF's, (4) the Stiles-Burch95 5 2 CMF's
are more consistent with Stiles's Ir mechanisms6 8 ; and
(5) the CIEJudd CMF is quite artificially constructed at
long wavelengths. These arguments have been made be-
fore (for example, Ref. 58). They strongly suggest that
the Stiles-Burchl9 5 2 CMF's should be the preferred
20 CMF's for color-vision modeling. This has to be
weighed against the drawback that the Stiles-Burch func-
tions have no connection with the clearly erroneous
CIE 9 3 2 CMF's on which most practical colorimetry is
based. Partly to counter this problem, we have proposed
20 cone fundamentals based on the CIE1964 CMF's (see
Subsection 3.1 and Appendix A).

C. S Cones and Luminance
It has long been clear that the S cones play a more-
restricted role in vision than do the other cones (see
Ref. 114 for a discussion). Although the S cones clearly
contribute to our perception of color, photometric data
suggest that the S-cone influence on luminance, measured
by, for example, flicker photometry, is slight. 15-117 In-
deed, several models of postreceptoral organization"8 l 9

postulate that the S cones have little or no access to the
visual pathways that are relevant for such tasks as rapid
flicker detection or flicker photometry. Although some
experimental tests support this point of view,2-'20 it is now
clear that the S cones can provide a small, negative contri-
bution to luminance. 47 ' 2 ,22 This small contribution,
however, has been demonstrated only under moderate-to-
extreme conditions of chromatic adaptation, and it may be
insignificant under the conditions under which the CMF's
were derived. It should be recalled, however, that satu-
rated blues and violets have a brightness (assessed by di-
rect comparison) that exceeds their luminance (assessed
by an additive photometric measure such as flicker pho-
tometry), and S cones have been shown to influence bright-
ness matches (Ref. 73, but see Ref. 123).

D. CIE1964-Based Cone Sensitivities and Y10
The 1964 100 data are unusual in that the y'o function is
based on experimental flicker matches made by most of
the subjects at the primary wavelengths. This provides
us with an opportunity to consider the relationship of the
different cone types to a luminance estimate (lo) recon-
structed from flicker photometric matches at the three
primary wavelengths. The 100 M- and L-cone sensitivi-
ties specified in column (C) of Table 6, though chosen
without any reference to luminosity data, sum almost
exactly to Y1o (a minimal negative S-cone contribution is
needed for an exact reconstruction of Yo). M- and L-cone
sensitivities that sum exactly to Y1o are specified in col-
umn (D) of Table 6. They were obtained by a least-
squares best logarithmic fit to the unconstrained M- and
L-cone sensitivities of column (C) of Table 6, with the con-
straint that the new M- and L-cone sensitivities should
sum exactly to ylo. A further constraint was added:
although we obtained the best fit with sensitivities such
that 29.85% of the luminance of an equal-energy white
was attributable to the M cones and 70.15% to the L cones,
we obtained the constrained M- and L-cone sensitivities of
column (D) of Table 6 by holding these percentages to 30%
and 70%, respectively. This additional constraint has
negligible consequences for the cone sensitivities, and it is
potentially convenient for the construction of a constant-
luminance chromaticity diagram,78 since it places the
white point in such a diagram at exactly r [or L/(L +
M)] = 0.70. In spite of these constraints, the constrained
cone sensitivities agree closely with the unconstrained
ones, with an rms error of 0.002 for M and 0.003 for
L cones, although significant differences do exist, particu-
larly in the deep violet. However, a luminance estimate
(Yio) that is reconstructed from flicker photometric
matches made at only three primary wavelengths (by as-
suming that luminance is a linear combination of the
CMF's) may differ systematically from a luminance esti-
mate based entirely on flicker photometry (see above and
Fig. 3 of Ref. 64). The 2 cone fundamentals calculated
from the 100 CIE 9 64 CMF's given in Table 8 (columns 5, 6,
and 7) are based on the unconstrained [column (C) of
Table 6] rather than on the constrained [column (D) of
Table 6] functions.

E. Relation between Objective and Subjective
Sensitivity Measures
The comparisons shown in Subsection 3.H imply that
there are small but significant differences between the
transversely measured macaque suction electrode data
and the axially measured corneal spectral sensitivities of
normal and dichromatic humans.

The differences at short wavelengths are small, suggest-
ing that our assumptions about typical lens and macular
densities for a 2 field are appropriate. The differences at
long wavelengths are larger. One possible cause, sug-
gested by DeMarco et al.,'0 6 is that the macaque and the
human photopigments differ in Amax. Although there is
some support for this argument in the case of the L-cone
pigment, thero is littlo support in the case of the M-cone
pigment.'05 Moreover, if a photopigment density of 0.40
is used to construct the corneal spectral sensitivities from
the suction electrode data, a density for which there seems
to be good experimental support (see above), the required
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spectral shifts are close to 4 or 5 nm, much larger than the
shifts in Ama allowed by suction electrode and MSP data.10 5

Even with the improbably low density of 0.27 assumed
by Baylor et al., 5 the electrophysiological M-cone data devi-
ate systematically from the psychophysical data reviewed
here and fit only the M-cone fundamental of Estevez,
which, as we have seen, has no clear empirical support and
is inconsistent with much psychophysical evidence.

We have speculated that waveguide effects might ac-
count for some of the differences between (axial) psy-
chophysical and (transverse) suction electrode spectral
sensitivities. There is no strong psychophysical evidence
to support this proposal, but uncertainties about the inter-
action between light and photoreceptor are such that there
is no reason to expect the axial and transverse sensitivi-
ties to be identical.

APPENDIX A: PROPOSED 20 CONE
FUNDAMENTALS BASED ON THE
STILES-BURCH 1 9 5 5 20 CMF'S
OR ON THE CIE1964 100 CMF'S

Columns 2, 3, and 4 of Table 8 give logarithms of proposed
S-cone (SA), M-cone (MA), and L-cone (LA) fundamentals
based on the Stiles-Burch955 , g, and b 20 CMF's
[Table I(5.5.3) of Ref. 48] according to the following
equations:

LA = 0.214808r + 0.751035g + 0.045156b,

MA= 0.022882r + 0.940534g + 0.076827b,

SA = O.OOOOOOr + 0.016500g + 0.999989b

(A ' 525 nm).

The S-cone sensitivities have been extended at A >
525 nm by use of the following function:

loglo SA = 10,402.1/A - 21.549,

where A is the wavelength in nanometers. By adding
columns 2 and 3 with weights equal to 0.68273 for LA and
0.35235 for MA, we can obtain a reasonable approximation
to the shape of the CIE modified VA function [VM(A)].

Columns 5, 6, and 7 give logarithms of proposed cone
sensitivities based on the Xlo, Yio, and 21o 100 CMF's of the
CIE 964 supplementary standard observer (Table I(3.3.2) of
Ref. 48], derived from the following transformation for
large-field cone sensitivities and adapted for small-field
application through the transformations described below
(see also Subsection 3.I):

LA = 0.236157,lo + 0.82 64 2 7 ylo - 0.0457102jo,

MA = -0.431117;lo + 1.2 06 9 22 ylo + 0.090020zo ,

SA = 0.040557,lo - 0.019683ylo + 0.486195zi

(A ' 520 nm).

The S-cone sensitivities have been extended at A >
520 nm by use of the following function:

log, 9 SA = 10,402.1/A - 21.7185.

We calculated the 20 cone fundamentals, using the above
equations, by (1) converting the above 100 cone fundamen-
tals to action spectra, assuming 1.28 times the (open pupil)
van Norren-Vos4 4 lens template, 0.28 times the Wyszecki-

Stiles4 8 macular template, and a photopigment density of
0.30, and then (2) converting the action spectra to 20 cone
fundamentals, assuming the same lens densities,
0.70 times the macular template, and a photopigment den-
sity of 0.40 (see text for details). We extended the
Wyszecki-Stiles macular template beyond 400 nm by as-
suming densities of 0.0425 at 395 nm and 0.0000 at
390 nm. Since the 2° cone fundamentals tabulated in
columns 5, 6, and 7 are based on the CIE 964 CMF's instead
of the Stiles-Burch955 CMF's, they are consistent with a
slightly higher lens density than those tabulated in
columns 2, 3, and 4 (see Subsections 3.F and 3.1).

The tabulated M- and L-cone sensitivities can be ex-
tended into the infrared, where self-screening is negligible,
by use of the above linear equations in Xjo, Ylo, and Z10 mul-
tiplied by wavelength-independent scaling factors of 1.103
for M and 1.102 for L.

All coefficients given above have been scaled so that the
interpolated peak cone sensitivities are equal to 1.

APPENDIX B: NATURE AND EXTENT OF
INDIVIDUAL VARIATION IN OUR SAMPLE

Normal variation in the corneal cone spectral sensitivities
appears to be traceable to variation in a limited number of
identifiable factors. The importance of lens and macular
pigmentation has long been recognized, but recent analy-
ses suggest that receptoral factors such as variation in Amax
and variability in cone pigment density are also important
(see above).

We now show that these factors account well for the
small individual variation in our cone sensitivities, with
standard deviations for each factor that are as small as
the smallest current'psychophysical estimates. This is
further evidence that the isolation procedure was success-
ful. If our isolation procedure had failed in some observ-
ers but not in others, our variability estimates would have
been inflated.

To analyze the nature of the individual variation in our
data set, we adopted the mean spectral transmittances for
lens and macular pigment tabulated by Wyszecki and
Stiles4 8 and allowed the densities of these pigments to
vary independently by an observer-dependent factor that
was independent of wavelength. To introduce receptoral
variation, we first derived the absorbance spectrum for
each cone type by (1) correcting our average measured
quantal spectral sensitivity, using the mean prereceptoral
spectral transmittance for lens and macula, and (2) allow-
ing for self-screening, with an assumed density of 0.45 at
the spectral peak of each cone pigment. The absorption
spectra for individual observers were then allowed to vary
by a displacement (independent for each cone type) from
the mean shape along the log10 wavelength (or log wave-
number) axis. Such a displacement, which is almost
equivalent to a more complex proposal made by Barlow,"2

provides an excellent account of species variations in vi-
sual pigment spectra83 54 and has been used successfully to
model individual variation in normal human trichromatic
matches.2 7 Finally, for each observer the densities of the
two cone pigments were allowed to vary together. In all,
then, five parameters-lens and macular pigment density,
M- and L-cone Amax, and cone pigment density-were
varied for a least-squares fit to the measured log sensitivi-
ties obtained under M- and L-cone isolation conditions.
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Our measurements were made at only 10 wavelengths,
but the displaced spectra have to be continuous functions
of wavelength. To construct these, we first extrapolated
the derived mean dilute absorption spectra to 430 and
680 nm (using spectra derived from the cone sensitivities
of Smith and Pokorny6 to bridge the 10-nm gap at each
end of the spectrum) and then fitted the resulting 12 logl5
absorption values with a four-component Fourier series in
log,0 wavelength. The accuracy of these fits was well
within experimental error, with an rms error of less than
0.01 log 0 unit.

The first attempt to fit the individual sensitivities with
this model was not a complete success: it yielded accept-
able fits, but the parameter values required were quite
variable and frequently implausible. Moreover, the pa-
rameter values were in many cases strongly correlated:
large but approximately canceling deviations in different
parameter values were being selected to obtain slight im-
provements in the fit of model to data.

Our recourse was to repeat the analysis, this time dis-
couraging the choice of implausible parameter values in
cases in which more-plausible ones would do almost as
well. This had to be done judiciously, since by constrain-
ing the parameters too tightly we would underestimate
their variance, defeating the purpose of the analysis. Our
procedure was to take equal account, in this second analy-
sis, of (1) the likelihood of an observer's data, given the
parameter values being considered for that observer, and
(2) the likelihood of those parameter values themselves,
as given by the rather broad distributions that emerged
from the first analysis. In other words, we identified
the most-plausible set of parameter values for each sub-
ject, assuming that the subjects came from a population
with parameter values distributed as in the first analysis.
We accomplished this by minimizing the sum of two terms:
(1) the sum of the squares of the errors of prediction, each
error being divided first by the rms error of prediction
from the first analysis, and (2) the sum of the squares of
the five parameter values themselves, each expressed as a
normal deviate using the mean and standard deviation ob-
tained for each parameter in the first analysis. The dis-
tributions that now emerged were much tighter than those
from the first analysis, with standard deviations approxi-
mately threefold smaller; it follows that the weak con-
straint on the parameter values that was imported from
the first analysis was not strong enough to cause a serious
underestimation of parameter variance in the second
analysis. The errors of prediction were only minimally
increased in this second, constrained analysis: the rms
error of prediction of the individual sensitivities was
0.05 logl5 unit, and the irregularity in the spectral varia-
tion of these residuals suggested that most of this was due
to experimental error. Correlations between parameter
values were now generally less than 0.4 (the only exception
being a negative correlation between the fitted densities
for lens and macular pigmentation).

The obtained standard deviations for our observers were

Peak macular pigment peak density
Lens density at 400 nm
Peak density for cone pigments
Peak absorption wavelength, M cones
Peak absorption wavelength, L cones

0.11
0.42
0.07
0.38 nm
1.02 nm

These values are of limited reliability, being based on
limited data from a relatively small sample, but they
are comparable in magnitude with estimates from other
sources (see above). Failures of isolation would presum-
ably be reflected in inflated estimates of Ama, variability,
so it is encouraging that our standard deviations for peak
wavelength actually fall slightly below other estimates (for
example, Ref. 27).

The constraint imported from the first analysis, weak
though it was, could have caused an underestimate of the
standard deviations in the second analysis. In an inde-
pendent approach to check this, we determined the devia-
tion of each measured log sensitivity from the value
expected on the basis of the observers' mean sensitivity
and the mean sensitivity of all observers at the wave-
lengths in question, and we modeled the covariances of
these quantities for different pairs of test wavelengths as
the sum of contributions from the factors listed above.
We found the contribution of each factor in the manner
reported by Webster and MacLeod,2 ' by calculating the de-
rivative of log sensitivity with respect to each observer
parameter and multiplying this by the standard deviation
of the parameter; we then estimated the standard devia-
tions by optimizing the fit to the covariance matrix. The
implicit assumption that the different factors vary in-
dependently among observers is supported by the results
reported by Webster and MacLeod.2 ' The required stan-
dard deviations were indeed somewhat higher than the
tabulated values in the case of the spectral shifts, with
values of 1.0 nm for the M cones and 1.76 nm for the
L cones. Moreover, these data could be fitted almost as
well without the allowance of any variation in cone pig-
ment density; in that case, the spectral-shift standard de-
viation remained at 1.0 nm for the M cones but increased
to 2.6 nm for the L cones.

In addition to the well-documented variations in macu-
lar pigment density, our results support the earlier psycho-
physical indications that the cone sensitivities themselves
vary among individuals, with a jitter of the order of 1-nm
standard deviation in spectral position. Such jitter might
limit the usefulness of an estimate of the M- or L-cone
sensitivity based on averaged data, but the variability indi-
cated here is not enough to make this a serious concern in
most contexts. For individual observers, the ratio of long-
to short-wavelength sensitivity would exhibit a standard
deviation of only -0.03 log,0 unit; the means for our ob-
servers would have standard errors of only -0.01 logo unit.
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